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ABSTRACT
The field of quantum communication concerns the distribu-

tion of quantum information in networks, encoded into quantum
states of matter. By leveraging properties of quantum informa-
tion that are unique to quantum physics, it can develop advanced
network communication methods that overcome the limitations of
classical physics. Quantum cryptography, a closely related field,
details the use of quantum information for secure communication,
in particular through quantum key distribution, which promises
unconditionally secure communication.

Entanglement — a quintessential property of quantum states
for which there exists no classical counterpart — is a ubiquitous
resource fundamental to this field. It manifests as correlations
between two or more quantum systems (‘bi-partite’ and ‘multi-
partite’ entanglement, respectively) that cannot be explained by
classical physics.

This thesis presents my two main research contributions. First,
it provides a theoretical study of multi-partite entanglement,
presenting analytical tools to evaluate and compare its myriad
different forms, additionally studying the potential equivalence
between these forms.

Second, it presents the utilization of multi-partite entangle-
ment in cryptographic tasks, specifically focusing on anonymous
conference key agreement (ACKA). ACKA protocols allow any
number of nodes in a network to secretly communicate, while keep-
ing their identities private.

The research presented in this thesis demonstrates that multi-
partite entanglement can enhance communication protocols com-
pared to traditional bi-partite approaches, contributing to the on-
going development of quantum communication technologies and
the emerging vision of a global quantum internet.





ZUSAMMENFASSUNG
Das Feld der Quantenkommunikation befasst sich mit der Ver-

teilung von quantum information in Netzwerken, kodiert in quan-
tum states of matter. Durch die Nutzung von Eigenschaften der
quantum information, die einzigartig für die Quantenphysik sind,
können fortschrittliche Kommunikationsmethoden für Netzwerke
entwickelt werden, die die Einschränkungen der klassischen Phy-
sik überwinden. Die quantum cryptography, ein eng verwandtes
Gebiet, behandelt den Einsatz von quantum information für siche-
re Kommunikation, insbesondere durch quantum key distribution,
die bedingungslos sichere Kommunikation verspricht.

Entanglement — eine grundlegende Eigenschaft von quantum
states, für die es kein klassisches Pendant gibt — ist eine allgegen-
wärtige Ressource, die für dieses Feld von zentraler Bedeutung ist.
Sie zeigt sich als Korrelation zwischen zwei oder mehr Quanten-
systemen (bi-partite bzw. multi-partite Entanglement), die nicht
durch klassische Physik erklärbar sind.

Diese Dissertation präsentiert meine zwei Hauptforschungsbei-
träge. Erstens wird eine theoretische Untersuchung von multi-
partite entanglement vorgestellt, die analytische Werkzeuge zur
Bewertung und zum Vergleich der zahlreichen unterschiedlichen
Formen liefert. Darüber hinaus wird die mögliche equivalence zwi-
schen diesen Formen untersucht.

Zweitens wird die Nutzung von multi-partite entanglement
in kryptographischen Aufgaben präsentiert, mit besonderem Fo-
kus auf anonymous conference key agreement (ACKA). ACKA-
Protokolle ermöglichen es beliebigen Knoten in einem Netzwerk,
geheim zu kommunizieren, während ihre Identitäten privat blei-
ben.

Die in dieser Dissertation vorgestellte Forschung zeigt, dass
multi-partite entanglement Kommunikationsprotokolle im Ver-
gleich zu traditionellen bi-partite Ansätzen verbessern kann und
leistet einen Beitrag zur Weiterentwicklung der Quantenkommuni-
kationstechnologien sowie zur Verwirklichung der aufkommenden
Vision eines globalen Quanteninternets.
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PREFACE

Many years later, as he faced the thesis committee,
Colonel Aureliano Buendía was to remember that distant
afternoon when he decided to do a PhD.

Gabriel García Márquez, One Hundred Years of Solitude
(paraphrased)

This thesis is the culmination of the research that I have per-
formed during the last years, in the context of my PhD. In this
research, I have explored different aspects of the exciting field
of quantum communication and cryptography. This growing and
flourishing field aims to utilize new paradigms on the bound-
ary between physics, mathematics and computer science (and an
ever-so-slight touch of philosophy, if you so please), combining all
these sciences to develop secure communication, blazing-fast net-
works, and novel applications that would have been understood as
science-fiction five decades ago.

The field of quantum information science saw a tremendous
increase in popularity over the last one or two decades, which
has been coined the second quantum revolution. Many people are
hopeful that two will be enough, and that the current endeavours
in research and development will be able to carry the field bey-
ond its academic roots, and lift it to be the disruptive, powerful
new technology it aspires to be. For quantum communication spe-
cifically, this would culminate in the vision of a global quantum
internet, that allows anyone on earth to participate in quantum
communication tasks.

Only time will tell if this will be the case, but one thing is
clear: there are many open questions and tasks that have yet to
be answered before a full-fledged quantum internet is realised. My
research has aimed to answer some of these questions, presenting
new protocols, methods and tools to be used in quantum commu-
nication.

Jarn (Jan Scholtens) de Jong
Berlin, 2024
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REFERENCING AND
NOTATIONAL STYLE

This chapter details and explains style in referencing and in notation, and
naming conventions that are used in this thesis.

Referencing
All references are clickable links, and all clickable links are coloured. All

the links that refer to content elsewhere (i.e. citations) are coloured blue. Any
link that refers to content within this thesis is coloured red. Depending on
what it refers to, different styling is used:

· Equations are not referenced with any preposition, i.e. they are ref-
erenced as (1.1). For example, ‘Combining (1.1) with (1.6), it follows
that...’. An exception is made when they occur at the start of a sentence,
then e.g. ‘Eq. (1.1) shows that...’ will be written.

· Chapter and section references are abbreviated in the middle of a sen-
tence, and not abbreviated at the start of a sentence. For example,
‘Chapter 1 introduces the topic of...’ and ‘In sec. 1.1, the topic of...’.

· References to definitions, theorems and corollaries, are always abbre-
viated and capitalized. For example, ‘Def. 1 gives the...’ and ‘From
Thm. 1, it is...’.

· References to figures and tables are similar, but also in small-caps and
boldface, e.g. ‘...which is shown in Fig. 3.1.’, or ‘Tab. 1.1 shows...’.

· References to protocols are never abbreviated, and are in monospace.
Moreover, they are numbered with roman numerals, e.g. ‘The steps of
Protocol I are....’.

· Citations are always written ‘[1]’, and never e.g. ‘Ref. [1]’.

· My own publications are referenced separately using the abbreviation
‘Pub.’ and are numbered with alphabetical characters, e.g. ‘Pub. [A]
contains the first...’, or ‘The protocols from Pubs. [A] and [C] are...’. At
times, the citation itself will be included between brackets, e.g. ‘Pub. [A]
([2]) contains the first...’. An overview of my publications can be found
in a separate list the bibliography.
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· Supplementary material to my own publications and other material is
presented as a separate list in the bibliography as well . They are refer-
enced with Sup. (for supplementary material), e.g. ‘...Python code can
be found in Sup. [sB]...’.

Notation
Terminology and naming conventions have been adopted from literature

as much as possible.
Pauli operators are denoted by X, Y and Z, or P , Q for general (n-qubit)

Pauli operators. The notation σx etc. is not used in this thesis, except briefly
in chapter A.

Classical registers are, whenever possible, denoted with the letters X, Y
and Z. At the same time, quantum registers are, whenever possible, denoted
with the letters A, B and C.

General quantum states are described by |ψ⟩ and |ϕ⟩ if they are pure, or
ρ and σ if they are mixed. At times the proper normalization factors will be
dropped if it introduces no ambiguity, e.g. in the inline expression |GHZP⟩ =
|0 . . . 0⟩P+ |1 . . . 1⟩P, because it reads better without it. Alternatively, the ‘∝’
sign might be used to indicate that a state is merely proportional to another
state, e.g. |B00⟩ ∝ |00⟩+ |11⟩.

Following [1], with the notation [n] the following set is indicated:

[n] = {1, 2, . . . , n}. (1)

The notation {0, 1}n indicates the set of all possible bit strings of length n.
The operator I is used to represent the identity operator on any space,

whenever context permits. That means that I can be both the single-qubit

operator
[
1 0
0 1

]
, but also the generalisation to any number of qubits, or other

spaces.
For n-qubit operators, the notation from [3] is adopted and adapted. More

specifically, superscripts for operators are used to indicate a power, e.g. Z2

indicates the operator ZZ (which equals I). A superscript of 0 indicates, by
convention, the identity operator: Z0 = I. A superscript including a ‘⊗′ sign
is shorthand for an n-fold tensor product: I⊗3 = I⊗ I⊗ I.

Subscripts for operators are used to indicate (sub)spaces on which the
operator acts. For any qubit a ∈ [n], the notation Za denotes the n-qubit
operator that acts with the Z operator on qubit a:

Za = I⊗ · · · ⊗ I︸ ︷︷ ︸
a−1 times

⊗Z ⊗ I⊗ · · · ⊗ I︸ ︷︷ ︸
n−a times

= I⊗(a−1) ⊗ Z ⊗ I⊗(n−a). (2)

Note that the total number of qubits n that the operator acts on is only
given implicitly. This notation is extended to sets of qubits, and additionally
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products are allowed, so that the operator Z{1,2}Xn indicates the following
n-qubit operator:

Z{1,2}Xn = Z ⊗ Z ⊗ I⊗ · · · ⊗ I︸ ︷︷ ︸
n−3 times

⊗X = Z ⊗ Z ⊗ I⊗(n−3) ⊗X. (3)

The orbit of a graph G under local complementations, as introduced in
chapter 3, is written O(G). The local Clifford orbit of a graph state, as
introduced in chapter 4, is written OLC(|G⟩); to emphasize the difference it is
never written OLC(G), but only with the full graph state |G⟩ as the parameter.
To emphasize the difference between local Clifford and local unitary orbits,
an LU-orbit of a graph state |G⟩ is written OLU(|G⟩), again with the graph
state as the parameter.

The n-element permutation group is denoted Vn. This is not standard
notation, which would be Sn, or potentially Sn. However, Sn or Sn, and
alternatively Pn or Pn, are all either too close to, or reserved for, other things
in this thesis.
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INTRODUCTION
Physical systems at the atomic scale, like single photons or electrons, are

governed by quantum mechanics instead of classical physics. The rules that
dictate such quantum systems invoke counter-intuitive phenomena, such as
the superposition principle, which removes the notion that a system is always
in one definite configuration, and the Heisenberg uncertainty principle, a fun-
damental limit which states that quantum systems cannot have well-defined
values simultaneously for certain pairs of properties, like their position and
speed.

Broadly speaking, quantum information science is the field of research that
aims to leverage these phenomena by encoding and manipulating quantum in-
formation: a form of information that can only be represented in quantum
mechanics. The idea of using quantum systems as information carriers origin-
ated in the 1960s, when Wiesner showed1 that such quantum information can
possess properties that have no counterpart in classical physics [5]. Two dec-
ades later, Bennett and Brassard solidified the field when they introduced2 its
first proper application: quantum key distribution (QKD) [6] — a concept to
be introduced below, that provides strong secure communication in networks.

Quantum information science is a many-faceted field of research, under
whose umbrella fall both quantum computation [7] and quantum communica-
tion. Quantum computation leverages quantum information to perform com-
putations in ways that are not possible in classical physics, to open up un-
matched possibilities in computation and simulation. Quantum communica-
tion considers the distribution of quantum information as signals in a quantum
network to realise many realisations of tasks that are either not possible using
classical physics, or improve over current methods.

Indeed, such quantum networks are a counterpart or a complementation to
classical networks. Their most well-known application is QKD, but there are
other applications for quantum networks, including other examples of the sub-
field of quantum cryptography [8, 9] like random number generation [10–12],
verified deletion [13, 14], digital signatures [15–17], blind quantum computa-
tion [18–21], multiparty computation [22–25] and anonymous communication
[26]. Beyond cryptographic tasks, quantum networks can also be used for
quantum sensing [27, 28], quantum clock synchronisation [29] and quantum
position verification [30, 31].

1His research was not accepted for publication until 1983 however, in part because it
was initially rejected and Wiesner then did not try any further until much later [4].

2Interestingly, again a proper publication didn’t follow for another two decades.
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Ultimately, an envisioned quantum internet [32, 33] would be a world-wide
quantum network that connects anyone on earth to perform these applica-
tions, creating the opportunity for unprecedented means of communication,
security and distributed computation.

The research that I have performed in the field of quantum communica-
tion and cryptography has been largely two-fold: multipartite entanglement
and anonymous communication. These two topics are introduced separately
below, and are each addressed in more detail in their own part of this thesis,
specifically parts II and III for multi-partite entanglement and anonymous
communication, respectively. A more detailed explanation of the structure of
this thesis is presented in the next chapter.

Entanglement
Many of the applications in quantum communication and cryptography

utilize one of the quintessential phenomena of quantum mechanics: entangle-
ment. Popularly phrased as spooky action at a distance3, entanglement is a
direct consequence of the superposition principle and can be understood as a
certain quality that the state of two or more quantum mechanical systems can
have, for which there exists no classical counterpart. The state of a (collection
of) quantum systems is a description of its relevant information and config-
uration, and will be addressed in more detail in chapter 1. Entanglement
manifests as correlations between multiple quantum systems that can not
be reproduced by classical physics [34]. These non-classical correlations are
leveraged to realise many of the striking results in quantum communication,
and they form the basis of the security of most cryptographic applications [1,
17].

Because entanglement is consumed when it is utilized by an application,
it can be understood to be a resource in a quantum network. Moreover, it is
easily rendered useless by small amounts of noise, and it is difficult to generate
and distribute in a network. Thus, good methods of entanglement generation
and distribution are paramount to the function of any quantum network; all
these aspects of entanglement form an active field of research.

Entanglement was originally conceptualized and studied between two sys-
tems, which is generally called bi-partite entanglement [35, 36]. The general-
ization to more than two parties, called multi-partite entanglement [37, 38],
is a phenomenon that is less well understood. However, it has seen a growing
interest in recent years [2, 39–47], because results indicate that it can be used
to outperform methods that only rely on bi-partite entanglement in various
cryptographic tasks [48–50]. Multi-partite entanglement exists in myriad dif-
ferent forms that can potentially be transformed into each other, and part of

3This term was coined by Einstein, although he used it to argue the incompleteness of
quantum theory. A long discussion ensued which is beyond the scope of this thesis, but it
culminated in the landmark publication of Bell [34] and the associated Bell tests that can
assert the correctness of the predictions of entanglement.
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the theoretical study of multi-partite entanglement is devoted to determine
such equivalence.

An indispensable tool in the study of multi-partite entanglement is the
concept of graph states, a special type of quantum state which is multi-partite
entangled, and is represented by a mathematical graph [3]. This graph can
represent many of the relevant and interesting properties of the associated
quantum state, including its form of multi-partite entanglement. Graph states
in quantum networks and their entanglement properties are an active field of
research [51–55], and my research in multi-partite entanglement has also been
governed by graph states. Specifically, it gave the complete characterization
of a specific setting were one type of entanglement is to be obtained from
another, and also gave methods to compare and categorize all different forms
of multi-partite entanglement in graph states. My publications regarding the
subject of multi-partite entanglement are Pubs. [F] to [H].

Anonymous communication
While entanglement is not a direct application of quantum communication

itself, it is an invaluable resource underpinning many quantum communication
and cryptography tasks. As mentioned before, the most well-known example
of quantum communication and cryptography is QKD, a method to provide
— at least in theory — unbreakable public encryption, by using the non-
classical properties of quantum information. Modern QKD indeed relies on
entanglement for its fundamental security statements.

Encryption allows two parties in a network, colloquially known as Alice
and Bob, to secretly communicate using means of communication that are
accessible by anyone else. Alice and Bob wish to uphold this secrecy even
in the presence of an adversary, usually embodied by the eavesdropper Eve,
who wishes to break the encryption. Unbreakable encryption is possible by
means of the one-time-pad (OTP) method [56], but this method relies on a
cryptographic key : a secret bit string shared between Alice and Bob that no
one else has access to. Ultimately, this key needs to be established in such a
way that no one else in the network can learn it, because such leakage would
make the encryption void. The term public in public encryption indicates
that Alice and Bob cannot rely on some initial shared secret to establish the
key, e.g. by using a shared password.

Strong classical methods to publicly establish a key exist [57, 58] and are
widely in use today. However, these methods are only secure assuming certain
restrictions — usually phrased as computational assumptions — that are put
on the adversary. These assumptions have been put under stress by the recent
advent of rudimentary functional quantum computers [59, 60]. Indeed, such
machines can run Shor’s algorithm [61, 62], which is able to break current
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classical cryptographic systems4.
To combat this problem, QKD aims to establish secret keys without re-

lying on any assumptions, thereby providing unconditional security5. Fun-
damentally, QKD is a method that allows two parties to establish a key by
leveraging the non-classical properties of quantum information; the security
of this method is then derived from the physical laws of nature. There is a
large body of research that has been exploring the idea since its conception,
and recently it has been argued that indeed a practical advantage over clas-
sical methods is within reach [63]. A generalization of QKD is conference key
agreement (CKA), that allows more than two parties in a network to establish
secret keys.

Beyond providing security in communication, quantum communication
can hide the identity of the involved parties from the rest of the network,
thereby providing anonymity. My research has explored anonymous confer-
ence key agreement (ACKA), the combination of anonymity and conference
key agreement. The research provided the first protocol that performs ACKA,
and various additional protocols that improved upon the first in different set-
tings. Beyond theoretical analyses, experimental implementations were real-
ised. These realisations were not performed by me, but I did perform or aided
in the theoretical analysis and post-processing. My publications regarding the
subject of anonymity are Pubs. [A] to [E].

Topics not discussed in this thesis
Although most of the work that I have conducted in the scope of my PhD

is presented in this thesis, there are a few other topics I have worked on that
are worth mentioning here. They are either very recently finished or ongoing
projects, unsuccessful projects, or topics that have no direct merit for scientific
publication. In no particular order, they are:

· The concept of public quantum cryptography, which I explored together
with Alex Grilo at Sorbonne Université in Paris, France. The idea that
we worked on was promising but in an early stage, and when two very
similar ideas where published [64, 65], we did not pursue it any further.

· My work for the Quantum Internet Alliance [33], a European-wide pro-
ject to realize the worlds first quantum internet, built in Europe.

· Pub. [H], which is only very recently available for preprint. It is closely
related to the contents of Pub. [G], to be discussed in chapter 6, and
will be briefly mentioned there.

4In fact, the boom in popularity of quantum computation that was provoked by the
publication of Shor can be seen as the first quantum revolution (see preface).

5Whether QKD truly provides unconditional security is a hotly debated topic, which
will be addressed in more detail in chapter 7.
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· The graphstabilizer Python package (Sup. [sC]), a set of tools to
work with graph states, the topic of chapter 3, that I developed while
working on these states. It can also be used to plot graphs; all figures
of graphs in this thesis were made with it.

· An ongoing project with colleagues, and researchers from Sorbonne Uni-
versité in Paris, France to combine the concept of anonymity in quantum
networks (to be discussed in part III), with the concept of privacy in
networked quantum sensing [66, 67].





STRUCTURE OF THIS THESIS
The main body of this thesis consists of three parts, each with multiple

chapters. Furthermore, these chapters each have their own introduction, and
their own conclusion, unless specifically stated otherwise.

My own research is presented in the second and third part, each on a
separate field of study. They are similarly structured: both start with a
chapter that introduces and explains the relevant literature, followed by mul-
tiple chapters that each present one or more of my publications.

Each of these chapters on my own publications contain a brief discussion of
the associated publication in their introduction. Moreover, their conclusions
contain some of the discussions that were presented in the original publica-
tions, including ideas for further research.

A brief description of the remainder of this thesis is as follows:

Part I - Mathematical Properties of Quantum Networks
Part I introduces the relevant background information that is needed to
present and discuss the results from the rest of the thesis. Specifically,
chapter 1 introduces the basic concepts of classical- and quantum information
science that are relevant to my publications. This includes the basic notions
of quantum states, operations and measurements, quantum entanglement,
and (both classical and quantum) entropies.

Two special topics require their own chapter. Chapter 2 presents the
so-called stabilizer formalism, a mathematical framework and theory that ef-
ficiently describes a versatile set of quantum states. Afterwards, chapter 3
introduces the concept of graph states, a strong graphical tool to represent
and study many interesting aspects of the stabilizer formalism, including its
entanglement properties. They are foundational to the study of quantum
networks, and parts II and III heavily rely on them.

The reader that is familiar with these concepts is likely safe to skip their
respective chapters. However, chapters 2 and 3 contain some topics and details
that might still prove unfamiliar; for easy reference these topics are explicitly
stated in the introductions of these chapters.

Part II - Multi-partite Entanglement in Quantum Networks
Part II concerns the distribution and characterisation of multi-partite entan-
glement in quantum networks. There are myriad forms of entanglement, but
two quantum states may be said to have the equivalent form of entanglement,
even though they are distinct quantum states. Chapter 4 makes this notion
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of equivalence more precise, and introduces the relevant concepts and results
from literature.

Chapter 5 presents the contents of Pub. [F] ([68]). It is studied if, in a
networked scenario, a specific type of quantum state can be obtained from
another quantum state. It gives a complete characterization of when this is,
and is not possible.

The last chapter of the part, chapter 6, is associated with Pub. [G] ([55]).
It takes a more abstract approach than the previous chapter, and provides
methods to characterize the form of entanglement for a given quantum state,
and additionally provides methods to compare two or more quantum states
regarding their equivalence.

Part III - Anonymous Conference Key Agreement
Part III is on a more operational aspect of quantum communication. Specific-
ally, it regards the topic of anonymous conference key agreement, a specific
quantum cryptographic task. Conference key agreement (CKA) is a general-
ization of QKD to more than two parties. Chapter 7 concerns both QKD and
CKA, and explains the relevant literature to obtain modern, strong encryption
through QKD. As its title suggests, this part is on anonymous conference key
agreement (ACKA), in which the parties not only communicate privately, but
also remain anonymous, in the sense that no one else in the network knows
their identities. The concept of anonymity is also presented in chapter 7.
Note that facets of anonymity were originally presented as new research in
Pubs. [A] and [C], even though they are included in the introductory chapter
of this part.

Chapter 8 presents the contents of Pubs. [A] and [C] ([2, 48]), that presen-
ted protocols to perform ACKA in a star network. These publications were
the first to introduce such protocols, but make use of a somewhat stringent
network topology.

Chapter 9 presents the contents of Pub. [D] ([46]), that presented an
ACKA protocol in a linear network, which is a less stringent network topology.

To complement the theoretical presentations of chapters 8 and 9, chapter 10
presents the contents of Pubs. [B] and [E] ([45, 47]). These two publications
presented an experimental proof-of-concept realisation of the protocols of
Pubs. [A] and [D]. The actual experiments were not performed by me, but
the analysis and post-processing I did perform; these are presented in the
chapter.

Conclusion, Bibliography and Appendices
This thesis is concluded in chapter 11. Various ideas for further and future
research that are not restricted to any single of my publications are presented
in the chapter thereafter.

The bibliography is included after the conclusion, and my publications are
listed separately.
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Various prolonged discussions, proofs and other sections have been de-
ferred to the appendices.





PART I

MATHEMATICAL PROPERTIES
OF QUANTUM NETWORKS





1
MATHEMATICAL

PRELIMINARIES

This chapter introduces and defines some basic concepts in quantum informa-
tion theory. It explains only those concepts and properties that are directly of
use in the rest of this thesis, and by no means aims to provide a comprehens-
ive introduction; the quintessential introduction to quantum- computation
and information is the seminal book by Nielsen & Chuang [7]. Books more
focussed at quantum information science are the one by Watrous [36] and by
Wilde [69]. For quantum communication specifically, a good introduction can
be found in the book by Khatri and Wilde, available for preprint [70]. Both
quantum computation and communication thrive from the concept known as
entanglement, which is comprehensively studied in [35, 71]. Finally, the book
by Vidick and Wehner [72] provides an introduction specifically to quantum
cryptography.

A central cornerstone of quantum communication is formed by the Pauli
matrices and Pauli group. They are introduced in sec. 1.1, where the relevant
of their many useful properties are explained as well.

The quantum state, the mathematical description of the relevant configur-
ation of a quantum mechanical system, is the main ingredient to any quantum
computation, or quantum communication protocol. Unless explicitly stated
otherwise, in this thesis only qubits are considered: the most basic form of
a quantum state with only two levels of freedom, so that they are the direct
quantum mechanical counterpart to the classical bit. Section 1.2 introduces
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them, where additionally various concepts and conventions are defined.
To utilize quantum states one must perform operations on them. More

specifically, unitary operations can change quantum states to other quantum
states, and measurements are operations that extract classical data from
quantum states in the form of measurement outcomes. Both these types
of operations are discussed in sec. 1.3.

In both classical and quantum information science, the concept of entropy
is an important tool to determine many qualities of random processes. They
come in different forms and are indispensable in, among other applications,
the study of quantum cryptography. Those entropies that are used in the rest
of this thesis are introduced in sec. 1.4.

One of the defining qualities of quantum states is that they can be en-
tangled. Such entangled states show behaviour that can not be mimicked by
classical systems, and this behaviour is leveraged by many of the applications
in quantum communication and computation. Entanglement is introduced in
sec. 1.5, where additionally the (arguably) most important and fundamental
entangled state is defined: the Bell or EPR pair.

An important subset of all possible quantum operations are the Clifford op-
erations. These, and the associated Clifford group, are introduced in sec. 1.6.
The section additionally introduces the notion of local unitary operations, and
the interplay between the two: the local Clifford operations. All these concepts
play an important role in the study of entanglement, which will be discussed
in part II. As this chapter presents the basics of quantum information science,
the familiar reader may feel free to skip this chapter.

1.1 The Pauli group
The three Pauli matrices X,Y and Z, named after the famous physicist,

are operators that play an integral role in quantum computation and com-
munication. Together with the identity operator I, they form a basis of the
space of 2× 2 matrices, and are defined as:

I =
[
1 0
0 1

]
, X =

[
0 1
1 0

]
,

Y =

[
0 −i
i 0

]
, Z =

[
1 0
0 −1

]
.

(1.1)

Up to a phase, the Pauli operators are related to each other by multiplication:

Y Z = iX,

ZX = iY,

XY = iZ.

(1.2)
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Through the tensor product, they can be extended to form the Pauli group
Pn.

Definition 1. The n-qubit Pauli group Pn is the set of all n-fold tensor
products of the single-qubit Pauli operators:

Pn = {1,−1, i,−i} · ⟨I, X, Y, Z⟩⊗n, (1.3)

where the phases {1,−1, i,−i} have been introduced so that the set is closed.
It is straightforward to verify that the Pauli group Pn indeed forms a group.

In the remainder of this thesis, the term Pauli operator will be reserved for
the extensions, i.e. the elements of the Pauli group Pn, and not just the op-
erators from (1.1) (unless explicitly stated otherwise). Rather, the operators
from (1.1) will be explicitly referred to with X, Y and Z whenever possible.

Any element P ∈ Pn can be written as a tensor product of single-qubit
Pauli operators Pj ∈ P1:

P = {±1,±i} ·
⊗

j∈[n]

Pj . (1.4)

In this thesis, it can usually be assumed that the phase of a Pauli operator
is either +1 or −1, unless explicitly stated otherwise. Moreover, when it is
not important, the phase will be dropped.

The Pauli group Pn has many interesting and useful properties; the re-
mainder of this section will discuss those properties that are applicable or
relevant to the rest of this thesis. Additionally, some other associated con-
cepts that are useful in later chapters are defined.

The Pauli operators are both unitary and Hermitian, which implies that
they are their own inverse. Moreover, the Pauli operators either commute or
anti-commute. More specifically, for two Pauli operators P,Q ∈ Pn, either of
the following two equations hold:

[P,Q] = PQ−QP = 0,

{P,Q} = PQ+QP = 0.
(1.5)

For any Pauli operator P = {±1,±i} ·⊗n
j=1 Pj , the set of tensor factors

on which it acts non-trivially (i.e. those j for which Pj ∈ {X,Y, Z}, and not
I) is called its support :

supp(P ) = {j ∈ [n] = {1 . . . n}|Pj ̸= I}. (1.6)

The weight w(P ) of a Pauli operator P ∈ Pn is the number of elements
in its support: w(P ) = |supp(P )|. Any n-qubit Pauli operator that has
w(P ) = n is said to have full weight.
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The trace of the 2× 2 identity operator I equals two, and the single-factor
Pauli operators X,Y and Z have trace zero. Using the identity tr

[
A⊗B

]
=

tr
[
A
]
tr
[
B
]
, it follows that, up to a phase, for any P ∈ Pn it holds that:

tr
[
P
]
=

{
2n when P = I,
0 otherwise.

(1.7)

This can be generalized to partial traces. The partial trace over the last
n−k tensor factors of the Pauli operator P =

⊗n
j=1 Pj is only non-zero when

its support supp(P ) is contained in all factors that are not traced out:

trk+1,...,n

[
P
]
=

{
2n−k

⊗k
j=1 Pj when supp(P ) ⊆ {1 . . . k},

0 otherwise.
(1.8)

Partial traces over any other subset follow similarly. Note that any phase
{±1,±i} has been omitted from (1.7) and (1.8).

Pauli eigenspaces
The eigenspaces of Pauli operators will play a central role in chapter 2, and

therefore some useful properties of the associated projectors are introduced.
Because the Pauli operators are both Hermitian and unitary, they have only
a +1 and a −1 eigenspace. The spectral theorem implies that any Pauli
operator P ∈ Pn can thus be written as:

P = ΠP+1 −ΠP−1, (1.9)

where ΠP+1 and ΠP−1 are the projectors upon the +1 and −1 eigenspaces of P :

ΠP+1 =
I+ P

2
, ΠP−1 =

I− P

2
. (1.10)

Because the dimension of an eigenspace is equal to the trace of its projector,
it follows that both eigenspaces have equal dimensions, namely 2n−1.

If a Pauli operator P ∈ Pn commutes with another Pauli operator Q ∈ Pn,
then P commutes with the +1 and −1 eigenspace projectors of Q as well. This
is shown by the following equation for the +1 eigenspace projector:

PΠQ+1 = P

(
I+Q

2

)
=
P + PQ

2
=
P +QP

2
=

(
I+Q

2

)
P = ΠQ+1P. (1.11)

The case for the −1 eigenspace projector follows similarly.
A separate, useful result regarding the +1 eigenspaces of two commuting

Pauli operators P and Q, is that their overlap is contained in the +1 eigen-
space of the Pauli operator PQ. More specifically, let ΠP+1 and ΠQ+1 be the



Page 7 1. Mathematical preliminaries

+1 eigenspace projectors for two commuting Pauli operators P and Q. Addi-
tionally, let Π(PQ)

+1 be the projector for the +1 eigenspace of the product PQ.
The overlap of the subspaces associated with ΠP+1 and ΠQ+1 is then always
contained in the +1 eigenspace of PQ, which the following calculation shows:

Π
(PQ)
+1 ΠP+1Π

Q
+1 =

1

8
(I+ PQ)(I+ P )(I+Q)

=
I
8
(I+ P +Q+ PQ) +

PQ

8
(I+ P +Q+ PQ)

=
2

8
(I+ P +Q+ PQ) = ΠP+1Π

Q
+1.

(1.12)

This result shows that the shared +1 eigenspace of the operators P , Q
and PQ is determined by P and Q alone, a fact that will be important in
chapter 2.

1.2 Quantum states
A quantum state, denoted |ψ⟩, is the mathematical description of the

configuration of a quantum mechanical system. In its most basic form, such a
quantum mechanical system is a two-level system, with the two levels usually
labelled as |0⟩ and |1⟩. Such a system is called a qubit.

One defining feature of quantum states is that they can be in a superpos-
ition of the two basis states: a linear combination with coefficients α, β ∈ C.
In its most general form, the state |ψ⟩ of a qubit can thus be written as:

|ψ⟩ = α |0⟩+ β |1⟩ . (1.13)

The coefficients are subject to the normalization condition:

|α|2 + |β|2 = 1. (1.14)

Mathematically, a quantum state is an element1 of a Hilbert space H2;
the basis {|0⟩ , |1⟩} which is used in (1.13) is called the computational basis,
and the two states are the +1 and −1 eigenstates of the Pauli Z operator,
respectively.

Because a state is a vector in a Hilbert space H2, it can be expressed in
any other basis of the space. For instance, in the basis {|+⟩ , |−⟩}, where the
states |+⟩ and |−⟩ are the +1 and −1 eigenstates of the (single-qubit) Pauli X

1Two quantum states that differ only by a global phase, e.g. |0⟩ and − |0⟩, are physically
identical. Therefore, such a global phase is physically irrelevant, and one can even define
a quantum state to be a ray in a Hilbert space. Alternatively, a quantum state can be
defined as an element of a complex projective Hilbert space. Another approach, adopted by
e.g. [36], is to define quantum states purely in terms of density matrices, introduced below.
However, for this thesis no such extra specification is necessary.
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operator (therefore known as the X-basis, and additionally as the Hadamard
basis):

|+⟩ = 1√
2
(|0⟩+ |1⟩) , |−⟩ = 1√

2
(|0⟩ − |1⟩) . (1.15)

The state |ψ⟩ expressed in this basis then becomes:

|ψ⟩ =α |0⟩+ β |1⟩
=(α+ β) |+⟩+ (α− β) |−⟩ . (1.16)

Like the case for the X-basis, the +1 and −1 eigenstates of the Pauli Y
operator, labelled |+i⟩ and |−i⟩, form the Y -basis:

|+i⟩ = 1√
2
(|0⟩+ i |1⟩) , |−i⟩ =

1√
2
(|0⟩ − i |1⟩) . (1.17)

For any state |ψ⟩ = α |0⟩ + β |1⟩, its dual ⟨ψ| is a map H → C. For
the contents of this thesis, the state |ψ⟩ can be viewed as a column vector

|ψ⟩ =
[
α
β

]
, and its dual can be viewed as a row vector ⟨ψ| =

[
α∗ β∗], where

α∗ denotes the complex conjugate of α, and likewise for β∗.
For states |ψ1⟩ = α1 |0⟩+ β1 |1⟩ and |ψ2⟩ = α2 |0⟩+ β2 |1⟩, the expression

⟨ψ1|ψ2⟩ then means:

⟨ψ1|ψ2⟩ =
[
α∗
1 β∗

1

] [α2

β2

]
= α∗

1α2 + β∗
1β2, (1.18)

while the expression |ψ1⟩⟨ψ2| means:

|ψ2⟩⟨ψ1| =
[
α2

β2

] [
α∗
1 β∗

1

]
=

[
α∗
1α2 β∗

1α2

α∗
1β2 β∗

1β2

]
. (1.19)

Note that, for two states |ψ⟩ and |ϕ⟩ that only differ in a global phase (i.e. |ϕ⟩ =
eiϕ |ψ⟩), the expressions |ψ⟩⟨ψ| and |ϕ⟩⟨ϕ| coincide. These global phases are
physically irrelevant.

Eq. (1.19) allows the eigenspace projectors of the X, Y and Z operators
to be written in terms of their eigenstates. It follows that the Pauli operators
X, Y and Z can be written as:

X = |+⟩⟨+| − |−⟩⟨−| ,
Y = |+i⟩⟨+i| − |−i⟩⟨−i| ,
Z = |0⟩⟨0| − |1⟩⟨1| .

(1.20)
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Multiple qubits states
The states of multiple quantum systems can be combined using the tensor

product. More specifically, suppose that two qubit systems A and B are in
the state |ψA⟩ = a0 |0⟩A + a1 |1⟩A and |ψB⟩ = b0 |0⟩B + b1 |1⟩B , where the
underscores A and B indicate the systems. The state |ψ⟩AB of the combined
system AB is then an element of the compound Hilbert space HAB = HA ⊗
HB :

|ψ⟩AB = |ψA⟩ ⊗ |ψB⟩
= (a0 |0⟩A + a1 |1⟩A)⊗ (b0 |0⟩B + b1 |1⟩B)
=

∑

i,j∈{0,1}
aibj |i⟩A ⊗ |j⟩B

(1.21)

This is usually simplified by dropping the explicit ‘⊗’ signs. Moreover, when
context permits, the description of the systems is dropped as well:

|ψ⟩AB = a0b0 |00⟩+ a0b1 |01⟩+ a1b0 |10⟩+ a1b1 |11⟩ . (1.22)

This procedure can be generalized to describe the state of any number of
qubits. Note that there are generally 2n coefficients necessary to describe the
state of an n-qubit system, because the qubits can be in a superposition.

Mixed states
If there exists statistical uncertainty regarding the state of a quantum

system, it is described by a statistical mixture of quantum states. The math-
ematical method to do so is the density matrix, a 2n × 2n matrix. A density
matrix, usually written ρ or σ, must be positive semidefinite, and is subject to
the normalization condition tr [ρ] = 1. As a direct consequence of the spectral
theorem, ρ can be written in its spectral decomposition:

ρ =

2n∑

i=1

λi |ψi⟩⟨ψi| , (1.23)

where the λi’s are the eigenvalues of ρ, and the normalization condition implies∑
i λi = 1. Note that one or more λi’s may be zero, so that the rank rnk(ρ)

of ρ may not be 2n.
In the special case that ρ has rank rnk(ρ) = 1, it can be written as ρ =

|ψ⟩⟨ψ|, for some quantum state |ψ⟩. It is then called pure, and usually it is
described as |ψ⟩ (instead of |ψ⟩⟨ψ| or ρ). Any quantum state ρ that is not
pure is called mixed.

To emphasize the difference with (statistical) mixtures, a pure quantum
state that is in a superposition is often said to be coherent, or be in a coherent
superposition.
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Classical states
In the context of (quantum) information science, a classical system is

often called a classical register or just register. In this thesis such a classical
register is an n-bit system, whose state can be any of the 2n bit-strings,
unless explicitly stated otherwise. Because it is classical, it can not be in
a coherent superposition. Nevertheless, the state of the register can be a
statistical mixture described by a probability distribution p over all 2n possible
states of the register. Sometimes it is useful to represent this (classical) state
as a diagonal density matrix ρclassical:

ρclassical =
∑

i∈{0,1}n

p(i) |i⟩⟨i| . (1.24)

Each time it is used it should be made clear, either explicitly or through
context, that a classical system is indeed a classical system, and thus cannot
have off-diagonal elements, or be in a coherent superposition.

Reduced states
For a system of n qubits in the state ρ, one may be interested in the

state of only a subset M ⊂ [n] of the qubits. The density matrix ρM that
describes this state is called the marginal - or reduced state of ρ on M , or just
the marginal2. It can be computed from ρ by tracing over all other qubits:

ρM = trM⊥ [ρ] , (1.25)

where M⊥ = [n] \ M is the complement of M . Sometimes, when context
permits, the M is dropped, and the reduced state is just called the marginal.

For any state ρ defined on some system A, a purification of ρ is a pure
state |ψ⟩AB ∈ HA⊗HB , for some extra system B, such that the reduced state
on A equals ρ:

ρ = trB [|ψ⟩⟨ψ|AB ] . (1.26)

A purification is not unique, but many of its properties are the same for every
choice of purification [7].

Distinguishing quantum states
Although, for instance, the basis states of the Pauli Z operator are or-

thogonal, two arbitrary quantum states ρ and σ will generally have some
2Because it is easy to do so, whenever context permits I will use the word ‘marginal’

for both the reduced state ρM and for the selection of qubits M . Moreover, when it makes
sense, the term k-body marginal refers to a marginal with k elements.



Page 11 1. Mathematical preliminaries

non-zero overlap. In this sense, quantum states can be understood to have
a distance between each other. There are two standard notions of distance
between quantum states: the fidelity and the trace distance [7, 36]. Both
represent a notion of how close two states can be, so that close states are less
distinguishable than states that are further apart.

The fidelity F (ρ, σ) is defined as [36]:

F (ρ, σ) =
∥∥√ρ√σ

∥∥
1
= tr

[√
σρ

√
σ
]
. (1.27)

If at least one of the states is pure, e.g. ρ = |ψ⟩⟨ψ|, the fidelity simplifies
to:

F (|ψ⟩ , σ) = ⟨ψ|σ|ψ⟩ . (1.28)

In general 0 ⩽ F (ρ, σ) ⩽ 1, where F (ρ, σ) = 0 indicates that the states are
completely orthogonal, and F (ρ, σ) = 1 indicates that the states are identical
(up to a global phase).

Like the fidelity, the trace distance Dtr(ρ, σ) is defined on two states ρ and
σ:

Dtr(ρ, σ) =
1

2
∥ρ− σ∥1 . (1.29)

Again, in general 0 ⩽ Dtr(ρ, σ) ⩽ 1, but now Dtr(ρ, σ) = 0 indicates that the
states are identical, and Dtr(ρ, σ) = 1 indicates that the states are completely
orthogonal.

The trace distance has an important operational interpretation in terms
of the power to distinguish two states. If any generalized measurement, to be
defined in sec. 1.3, is performed on a mixture of the two states, the measure-
ment outcomes’ ability to distinguish the two states is bounded by the trace
distance. This statement will be made more precise by (1.38) in sec. 1.3.

1.3 Operations on qubits
A quantum system can be acted upon, so that its state ρ is transformed

into some other state σ. There exists a rich theory of the types of transform-
ations that are possible, known as completely positive and trace preserving or
CPTP maps [7, 36, 69]. Such a CPTP map Λ, also referred to as a quantum
channel, is a linear map:

σ = Λ(ρ). (1.30)

The condition that the map is completely positive and trace preserving guar-
antees that the output σ is a correctly defined quantum state, even if the state
ρ was part of a larger state. Quantum information theory is largely concerned
with the study of quantum channels and how they can affect quantum states
[36, 69].

An important subclass of all CPTP maps are the unitary evolutions or
unitary rotations. These are described by unitary operators, i.e. elements of
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the unitary group Un. Here, the n indicates that the unitary applies to n
qubits, so that it is a 2n × 2n matrix. More specifically, a unitary operation
maps a quantum state ρ to a state σ:

ρ→ σ = UρU†. (1.31)

In the case that ρ = |ψ⟩⟨ψ| is pure, the output state σ = |ϕ⟩⟨ϕ| is pure as well,
and the transformation is written as:

|ψ⟩ → |ϕ⟩ = U |ψ⟩ . (1.32)

In the context of quantum computation, unitary operators acting on qubits are
also called gates, a convention which is adopted in quantum communication.

As a general rule of thumb, in quantum computation the goal is to imple-
ment unitary operations, while more general CPTP maps and mixed states
are usually unwarranted. When a state is mixed in a quantum computation,
it usually means that it is noisy, which has to be addressed by quantum error
correction [73, 74] and fault tolerance [75].

On the other hand, statistical mixtures play an integral role in quantum
communication (consider e.g. cryptography, where an encryption key must be
completely unknown and random to an adversary). Thus, CPTP maps and
mixed states are prevalent in this field, although CPTP maps are only used
implicitly in this thesis.

As noted before, the Pauli operators are unitary. The X and Z are known
as the bit-flip and phase-flip operators, respectively, because of their action
on computational basis states. Some other important unitary operators are
presented in Tab. 1.1, and introduced in further detail below.

The operator H is called the Hadamard operator, and swaps between the
computational and Hadamard basis. As their notation suggests, the operators√
X,

√
Y and

√
Z are operators that square toX, Y and Z, respectively. Using

(1.20),
√
X can be computed as:

√
X =

√
1 |+⟩⟨+|+

√
−1 |−⟩⟨−| = |+⟩⟨+|+ i |−⟩⟨−| , (1.33)

and
√
Y and

√
Z follow similarly. The

√
Z operator is sometimes referred

to as the S gate. The T gate is the (positive) square root of the
√
Z gate,

and plays an important role in quantum computation [7] because of its ties
to fault-tolerance [76] (see also sec. 2.5). The P (ϕ) gate, known as the phase
gate, is a generalization of the Z, S and T gate to arbitrary phases.

The CX and CZ gates act on two qubits and are therefore two-qubit gates.
Moreover, they are conditional gates, where its action on one of the qubits
(the target) depends on the state of the other (the control). They can be
written as a sum of tensor factors:

C1→2
X = |0⟩⟨0| ⊗ I+ |1⟩⟨1| ⊗X,

C1→2
Z = |0⟩⟨0| ⊗ I+ |1⟩⟨1| ⊗ Z,

(1.34)
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H =

[
1 1
1 −1

] √
X =

1

2

[
1 + i 1− i
1− i 1 + i

]

√
Y =

1

2

[
1 + i −1− i
1 + i 1 + i

] √
Z =

[
1 0
0 i

]

T =

[
1 0
0 ei

π
4

]
P (ϕ) =

[
1 0
0 eiϕ

]

C1→2
X =




1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0


 CZ =




1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1




Table 1.1: An overview of important unitary operations. The first three rows
consists of single-qubit operators, that change the state of a single qubit. The
last row contains two-qubit gates, that act on the composition of two qubits.

which shows why they are referred to as the controlled-X and controlled-Z
gates, respectively. The superscript indicates the control towards the target
qubit; because the CZ gate is symmetric (i.e. C1→2

Z = C2→1
Z ), its superscript

will be dropped or written as e.g. C(1,2)
Z in the remainder of this thesis.

Measurements
Quantum measurements forms a rich topic with many different formula-

tions [7, 36]. For most purposes of this thesis, a measurement of a quantum
system in the state ρ can be understood as a PVM or projector-valued meas-
urement. Such a measurement results in a measurement outcome m, randomly
drawn from the set of possible outcomes M; w.l.o.g. the set M can be under-
stood to consist of only real-valued numbers. With every possible outcome
x ∈ M, a projection operator Πx is associated. These projection operat-
ors are also known as the measurement operators, and they must obey the
completeness relation

∑
x∈M Πx = I.

The probability Pr(m = x) that the measurement results in the outcome
m = x can be calculated by the Born rule [7]:

Pr(m = x) = tr [Πxρ] . (1.35)

In general, the state of the quantum system is non-trivially affected by a
measurement. When the outcome m = x is obtained, the state collapses to
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the post-measurement state:
ΠxρΠx

tr [Πxρ]
2 , (1.36)

where the denominator is there to ensure that the post-measurement state is
properly normalized.

The observable O =
∑
x∈M xΠx can be used to calculate the expectation

value E(O) of the measurement:

E(O) = tr [Oρ] . (1.37)

In the special case that the measurement operators are the eigenspace
projectors of a Pauli operator, e.g. ΠZ+1 and ΠZ−1 for the operator Z, the
possible measurement outcomes are taken to be the eigenvalues +1 and −1,
respectively. Such a Pauli-basis measurement results in the outcome3 m = +1
or m = −1, with the probabilities still dictated by (1.35).

Especially common are measurements in the X-, Y - and Z-basis, where
the measurement operators are their eigenspace projectors (see (1.10)) and
the outcomes are their eigenvalues +1 or −1. Note that a measurement of
a general n-qubit Pauli operator P is possible as well, where the outcome is
still +1 or −1, i.e. either of its eigenvalues. However, the post-measurement
state is then not collapsed onto a basis state, but onto the eigenspace of P
associated with the measurement outcome (see (1.10)).

PVMs are not the most general description of quantum measurements. A
more complete description is given by a positive operator valued measurement
or POVM, where the measurement operators are not just projectors but re-
placed by positive semidefinite operators {Ex} s.t.

∑
xEx = I. A POVM on

a quantum system A can be understood as a PVM on a compound quantum
system AB, i.e. where the system A has been extended by an extra system
B that is usually referred to as the environment. These generalized measure-
ments [7, 36] will show up in certain definitions in this thesis, but calculations
with them are not necessary.

Generalized measurements can be used to make the operational meaning
of the trace distance more precise, as e.g. by theorem 9.1 from [7]. More
specifically, let {Em} be a POVM, and let pm = tr [ρEm] and qm = tr [σEm]
create the probability distributions p and q of the measurement outcomes on

3Instead of labelling the outcomes of Pauli measurements with their eigenvalues +1
and −1, they are often labelled with 0 and 1, especially in quantum networking protocols.
I like to use both in different settings: +1 and −1 are slightly more intuitive because
they are the actual eigenvalues of the measurement observable, but 0 and 1 better reflect
that it’s a binary outcome encoded by a single bit — this is a very useful representation
in e.g. networking protocols. For this reason, physicist generally tend to use the first
representation, whereas in computer science the second representation is more prevalent.
In later chapters I will generally use {0, 1}, and to (hopefully) limit confusion and ambiguity
I will always explicitly write the ‘+’ in ‘+1’ for the outcome in the {+1,−1} representation,
so that ‘1’ is reserved for the outcome in the {0, 1} representation.
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the two states resulting from this POVM. Then the total variational distance
of these measurement outcomes is bounded by the trace distance:

D(pm, qm) ⩽ Dtr(ρ, σ). (1.38)

This bound is a special case of a more general theorem, called the Holevo-
Helstrom theorem [36].

1.4 Entropies
Entropies are useful quantities that are used throughout this thesis. Many

different interpretations of what exactly an entropy is exist, but in general they
are a measure of randomness that probability distributions can have. There
does not exist one unique entropy, but there are multiple related concepts.
They are all sometimes referred to as entropic measures.

The most foundational entropy is the Shannon entropy, named after Shan-
non who introduced it in his seminal paper [77]. It is either defined on a
probability distribution, or on a classical register X with a state described by
such a probability distribution.

Definition 2. Let X be a classical register with the state described by a prob-
ability distribution p. The Shannon entropy of X is defined as:

H(X) = −
∑

x∈X
p(x) log(p(x)). (1.39)

Although not technically necessary, the logarithm log is usually taken in base
two, so that the Shannon entropy is measured in bits. When context permits,
the Shannon entropy can alternatively be defined directly on a probability dis-
tribution p.

In the case that a probability distribution has just two outcomes with
probabilities λ and 1−λ, the Shannon entropy reduces to the binary entropy :

h2(λ) = −λ log (λ)− (1− λ) log (1− λ) . (1.40)

Note that, as is customary, the binary entropy is not defined in terms of
a register or a probability distribution, but in terms of the parameter λ.

Probability distributions may not be independent, so that the randomness
of a distribution p may be affected by the outcome of another distribution q.
If X and Y are registers with states described by p and q, the conditional
entropy H(Y |X) quantifies the reduction in entropy of Y given access to the
contents of the register X.

Definition 3. For registers Y and X, the conditional Shannon entropy
H(Y |X) of Y w.r.t. X is defined as:

H(Y |X) = H(X,Y )−H(X). (1.41)
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In this context, X is called the side information, because it can imply
information regarding the register Y . It always holds that H(Y |X) ⩽ H(Y ),
and whenever the inequality is strict, X and Y are said to be correlated.

Quantum entropies
Because quantum states can be mixed, there are notions of entropy associ-

ated with quantum systems as well. The most fundamental quantum entropy
is a generalization of the Shannon entropy towards quantum systems, the Von
Neumann entropy, named after the famous polymath.

Definition 4. For a quantum state ρ, the Von Neumann entropy SN(ρ) is
defined as:

SN(ρ) = − tr [ρ ln(ρ)] . (1.42)

Using the spectral decomposition ρ =
∑
i λi |ψi⟩⟨ψi|, calculating the Von

Neumann entropy reduces to calculating the Shannon entropy:

SN(ρ) = − tr


∑

i

λi |ψi⟩⟨ψi| ln


∑

j

λj |ψj⟩⟨ψj |






= −
∑

i,j

λi ln(λj) tr
[
|ψi⟩⟨ψi| |ψj⟩⟨ψj |

]

= −
∑

i

λi ln(λi) = H(p),

(1.43)

where p is the probability distribution generated by the spectrum λ =
(λ1 . . . λn) of ρ, and the second equality follows from the linearity of the
trace.

Like for its classical counterpart, there exists a conditional von Neumann
entropy :

SN(σ|ρ) = SN(ρ, σ)− SN(ρ). (1.44)

The conditional Von Neumann entropy plays a central role in many topics in
quantum information science, especially in the study of entanglement, and in
quantum cryptography.

An important generalisation of the Von Neumann entropy is used in
part III, the so-called conditional min entropy Hmin(A|B). Its general defini-
tion is somewhat involved [78, 79], but for the purposes of this thesis it can
be simplified. Specifically, for a bi-partite state ρXB where the first system
X is classical but B may be quantum, the conditional min entropy reduces
to [1]:

Hmin(X|B) = − log pguess(X|B). (1.45)

The conditional guessing probability pguess(X|B) captures how well one can
guess the contents of the classical register X, given access to the quantum
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system B. Any generalized measurement is allowed to be performed on B:

pguess(X|B) = sup
Ex

∑

x∈X
Pr [X = x] tr

[
ExρB|X=xE

†
x

]
, (1.46)

where ρB|X=x = (⟨x| ⊗ IB) ρXB (|x⟩ ⊗ IB) is the state of the system B condi-
tioned that the state of the classical register X is x. The Ex’s form a POVM
(see sec. 1.3), and the supremum is taken over all generalized measurements
on the quantum system B.

Another useful entropic measure is the conditional max entropy Hmax(A|B),
which can be defined directly in terms of the conditional min entropy. For a
state ρAB with a purification ρABC = |ψ⟩⟨ψ|ABC , it is defined as [79]:

Hmax(A|B) = −Hmin(A|C). (1.47)

The conditional min- and max entropies together play an important role in
the security of QKD, which will be addressed in part III.

Finally, there exist smoothed versions of the quantum entropies, which
allow for small variations in the state to be considered and make the entropies
continuous. For any ε ⩾ 0, the smooth conditional Von Neumann entropy is
defined as [80]:

SN(ρ|σ)ε = sup
ρ′
SN(ρ

′|σ), (1.48)

where the supremum is taken over all quantum states ρ′ that are at most ε-
close to ρ in the purified distance [81]. The purified distance is a generalisation
of the trace distance for sub-normalised states [1], which are (unphysical)
states for which tr [ρ] ⩽ 1. Nevertheless, these sub-normalized states give
some operational advantages in security proofs, so that the definition of the
smooth entropies is adapted to not use the standard trace distance. Note
that for ε = 0 the non-smoothed Von Neumann entropy is retrieved. The
conditional smooth min-entropy and smooth max-entropy are defined in a
similar fashion.

1.5 Entangled states
Any state |ψ⟩AB defined on two quantum systems A and B can be written

in a standard form called the Schmidt decomposition [7].

Definition 5. Let |ψ⟩AB ∈ HA ⊗ HB be an arbitrary state, and let n =
dim(HA) and m = dim(HB). The Schmidt decomposition of |ψ⟩AB is defined
as:

|ψ⟩AB =

r∑

i=1

√
λi |ai⟩ ⊗ |bi⟩ , (1.49)

where r ⩽ min(n,m) is called the Schmidt rank of the state and the λi’s
are called the Schmidt coefficients, which are subjected to the normalization
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condition
∑r
i=1 λi = 1. {|ai⟩} and {|bi⟩} are sets of orthonormal states in

HA and HB, respectively, and are called the Schmidt vectors.

A pure quantum state |ψ⟩AB is called separable over the bipartition A :
B of its qubits if |ψ⟩AB = |ψ⟩A ⊗ |ψ⟩B for some quantum states |ψ⟩A and
|ψ⟩B , which is true if and only if its Schmidt rank r = 1. When its Schmidt
rank r is at least 2, the state is called entangled, and when r is maximum
(i.e. r = min(n,m), see Def. 5) it is called maximally entangled. For a pure
state |ψ⟩AB , the reduced state ρA is mixed if and only if the state |ψ⟩AB is
entangled.

There exists a rich theory of entanglement; it is one of the defining
properties of quantum information science, and an indispensable resource in
quantum computation and communication. For a comprehensive review see
[71] or [35].

Some states are more entangled than others, and quantifying entanglement
is performed using entanglement measures [35]. For pure states, the best
known entanglement measure is the entanglement entropy [35, 36].

Definition 6. Let |ψ⟩AB ∈ HA ⊗ HB be an arbitrary state with Schmidt
coefficients p = (λ1, λ2, . . . , λr) and Schmidt rank r. Furthermore, let ρA and
ρB be the reduced states of |ψ⟩AB on A and B, respectively.

The entanglement entropy EA:B(|ψ⟩) of |ψ⟩AB with respect to the bi-
partition A : B is defined as:

EA:B(|ψ⟩) = SN(ρA) = SN(ρB) = H(p). (1.50)

From Def. 5 it follows that SN(ρA) = SN(ρB). From the same definition
it follows that p can be viewed as a probability distribution, so that H(p) is
well-defined.

It follows that for any state |ψ⟩AB it holds that 0 ⩽ EA:B(|ψ⟩) ⩽ log(r),
where r is the Schmidt rank of |ψ⟩. Moreover, it follows that the entanglement
entropy of a state is maximized exactly if the state is maximally entangled.

Quantum correlations
Entangled states can produce correlations that can not be reproduced by

classical systems [36]; this is roughly known as the EPR-paradox [82], named
after the physicists Einstein, Podolsky and Rosen who addressed it in the
early stages of quantum physics.

The difference between quantum- and classical correlations was made
more precise by Bell in his seminal work [34], where he additionally pro-
posed a method to operationally distinguish these quantum- or non-classical
from correlations allowed by classical mechanics (e.g. through hidden vari-
able models). Distinguishing is usually phrased in terms of a non-local game,
the first of which is the well-known CHSH game, named after the physicists
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that introduced it in [83]. In such a game, two or more parties can win with
a strictly higher probability by utilizing quantum states, compared to them
using a purely classical strategy. Other important non-local games are the
Mermin-Peres magic square game [84, 85] and the GHZ-game. Colloquially,
an experiment or test that can distinguish quantum- from classical behaviour
is called a Bell test. For a comprehensive review see [86].

The fact that only quantum systems can show these quantum correlations,
can function as a test of ‘quantumness’. This is the basis of some facets of
quantum cryptography, which will be discussed in more detail in part III.

Examples of entangled states
The quintessential example of an entangled state is 1√

2
(|00⟩+ |11⟩), which

is fundamental and ubiquitous in quantum communication. It is known as the
EPR pair, named after the EPR-paradox and the three associated physicists
[82], but the actual state itself was only popularized by Bell [34]. It can be
prepared from two qubits initialized in the |00⟩ state by applying a Hadamard
operation on the first qubit, followed by a controlled-X operation from the
first to the second qubit:

1√
2
(|00⟩+ |11⟩) = C1→2

X (H ⊗ I) |00⟩ . (1.51)

The EPR pair is the first of the four Bell states, which are all maximally
entangled:

|B00⟩ =
1√
2
(|00⟩+ |11⟩) , |B01⟩ =

1√
2
(|00⟩ − |11⟩) ,

|B10⟩ =
1√
2
(|01⟩+ |10⟩) , |B11⟩ =

1√
2
(|01⟩ − |10⟩) .

(1.52)

For this reason, the EPR pair is often also referred to as the Bell pair. The
four Bell states are all related by a single unitary operation on either of their
qubits:

|Bb1b2⟩ = (Xb1Zb2 ⊗ I) |B00⟩ = (I⊗Xb1Zb2) |B00⟩ . (1.53)

Sometimes the Bell states are written as |Φ+⟩ , |Φ−⟩ , |Ψ+⟩ and |Ψ−⟩ for
the states |B00⟩ , |B01⟩ , |B10⟩ and |B11⟩, respectively. However, in this thesis
mainly the latter notation will be used. Together they form the Bell basis.

Multi-partite entanglement
For states of three or more qubits, the bi-partition over which the en-

tanglement is to be understood must be specified. Consider, for instance,
the three-qubit state |ψ⟩ABC = |B00⟩AB ⊗ |0⟩C : it is entangled over the bi-
partition A : BC, but separable over the partition AB : C.
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When a state of more than two quantum systems is considered, the state
can show multi-partite entanglement. This is an extension of the bi-partite
form of entanglement, where quantum states are divided into more than two
partitions.

Definition 7. Let |ψ⟩1,2,...,n be an n-qubit state, and let M ∈ [n] be an
arbitrary subset of the qubits. The state |ψ⟩1,2...,n is separable over the bi-
partition M :M⊥ if it can be written as:

|ψ⟩1,2,...,n = |a⟩M ⊗ |b⟩M⊥ , (1.54)

where |a⟩M and |b⟩M⊥ are two arbitrary pure states on the qubits in M and
M⊥, respectively.

If no such bi-partition M : M⊥ exists, the state is called genuine multi-
partite entangled, or just multi-partite entangled.

In general, because the choice of M introduces arbitrary permutations
of the nodes, it can be non-trivial to determine if a state is multi-partite
entangled. Multi-partite entanglement will be discussed in more detail in
part II.

An interesting special class of multipartite entangled states are the abso-
lutely maximally entangled states [87]. These states are not just entangled
over every bi-partition M : M⊥, but are maximally entangled (see the start
of this section) over every possible bi-partition.

1.6 The Clifford group and local unitary oper-
ations

The Clifford group is a subgroup of the n-qubit unitary group that is
closely related to the Pauli operators. It plays a central role in stabilizer theory
(see chapter 2), and by extension in entanglement theory [35, 71] and quantum
error correction [74]. The Clifford group can be defined as the normalizer of
the Pauli group in the unitary group.

Definition 8. The n-qubit Clifford group Cn ⊂ Un is the normalizer N of
the n-qubit Pauli group Pn in the unitary group Un:

Cn = N (Pn) = {U ∈ Un|UPnU† = Pn}. (1.55)

When an operator is in the Clifford group Cn, it is called a Clifford operator
or just Clifford.

Because the normalizer of any subgroup is itself a subgroup, it follows that
the Clifford group Cn is a subgroup of Un.

Def. 8 gives an infinite subgroup, because the center {αI}α∈C of Un is in-
finite and contained in the normalizer. However, this center represents global
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phases and is thus physically irrelevant, so that it can be removed from the
Clifford group without affecting its action on quantum states. This leads to
a redefinition4 of the Clifford group as a projective group, which is finite:

Cn → Cn \ {αI}. (1.56)

In general, in this thesis the projective group is implied, unless explicitly
stated otherwise.

Some important single-qubit and two-qubit gates are Clifford, including
I and the Pauli operators. Notably, all operators in Tab. 1.1 are Clifford,
except the T and P (ϕ) gates (for general ϕ).

From Def. 8 it is straightforward that, for any n > m, any operator C ∈ Cm
is part of Cn, when it is suitably extended by I operators to be an element of
Un.

The fact that, up to phases, the operators Xi and Zi are generators of the
n-qubit Pauli group Pn, can be used to provide an easy test to determine if
an operator U ∈ Un is Clifford. Indeed, U is Clifford if and only if, for every
i ∈ [n], UXiU

† ∈ Pn and UZiU† ∈ Pn.
As an example, with the use of (1.34), a straightforward computation

reveals that:

CZX1C
†
Z = CZ(X ⊗ I)C†

Z = (X ⊗ Z) ∈ Pn, (1.57)

CZZ1C
†
Z = CZ(Z ⊗ I)C†

Z = (Z ⊗ I) ∈ Pn. (1.58)

The CZ gate is symmetric, so that its action on X2 and Z2 follows similarly.
It can be concluded that CZ is Clifford.

Local operations
A general unitary operator U ∈ Un can not be represented as a tensor

product of single-qubit operators. For example, there do not exist single-
qubit unitary operators U1 and U2 such that CZ = U1⊗U2 (see (1.34)). Those
unitary operators that can be decomposed into single-qubit unitary operators
can be interpreted as a series of single-qubit operators chained together. More
specifically, if U = U1 ⊗ U2, it is exactly the same as the product of U1 ⊗ I
and I ⊗ U2. In a sense, these operators act only on every individual qubit
separately. Such local operations are important in a networked setting, where
quantum systems might be macroscopically removed from each other, so that
multi-qubit gates are hard to perform. The local unitary group is the set of
all unitary operations that are local.

4Instead of defining Cn as the projective group N (Pn) \ {αI}α∈C, one can alternatively
define Cn in terms of a set of generators with the desired property. Usually this is taken
⟨Hi,

√
Zi, C

i→j
X ⟩, and while its center is not trivial, this group is at least finite. See [88] for

more details.
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Definition 9. The n-qubit local unitary group LU
n is the collection of all

operators that are n-fold tensor products of single-qubit unitary operators:

LU
n =




⊗

i∈[n]

Ui|Ui ∈ U1



 . (1.59)

It is straightforward to show that the local unitary group is a subgroup of the
unitary group Un. Any operator U ∈ LU

n is called a local unitary operator or
just local unitary.

Finally, the local operators that are Clifford form the local Clifford group.

Definition 10. The n-qubit local Clifford group LC
n is the collection of all

operators that are n-fold tensor products of single-qubit Clifford operators:

LC
n =




⊗

i∈[n]

Ci|Ci ∈ C1



 . (1.60)

Equivalently, it is the intersection of the local unitary group and the Clifford
group:

LC
n = Cn ∪ LU

n . (1.61)

Any operator C ∈ LC
n is called a local Clifford operator or just local Clifford.

It is straightforward to show that the local Clifford group LC
n is a subgroup

of both the Clifford group Cn, and of the local unitary group LU
n .



2
THE STABILIZER FORMALISM

One defining feature of quantum states is the superposition, which allows them
to show behaviour not possible in classical physics. However, it renders them
harder to represent as well: for a general quantum state of n qubits, the
number of coefficients needed to specify the state grows exponentially in n.
Certain classes of states allow for more efficient representation, e.g. separable
states, states with bound Schmidt number [7], bound matrix product states
[89], and most notably stabilizer states.

Stabilizer states are the class of quantum states that can be described using
the stabilizer formalism, which was originally developed in [73] for quantum
error correction. Not all quantum states are stabilizer states, but many use-
ful or interesting types of quantum states fall within the class. Importantly,
the stabilizer formalism can represent many forms of entanglement, and al-
lows efficient simulation of a certain class of evolutions and measurements of
stabilizer states, known as Clifford circuits.

This chapter first introduces the stabilizer formalism in sec. 2.1, in which
stabilizer states are defined as well. Unitary evolutions of stabilizer states are
discussed in sec. 2.2, and measurements on stabilizer states are discussed in
sec. 2.3. Section 2.4 addresses the properties of marginals of stabilizer states,
which is used extensively in part II, most notably chapter 6. Finally, sec. 2.5
concludes the chapter, and gives some details about both the aforementioned
Clifford circuits and possible extensions of the stabilizer formalism.

The reader familiar with the stabilizer formalism may feel free to skip this
chapter, although the concepts introduced in sec. 2.4 are not necessarily part
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of the standard basic introduction of the stabilizer formalism.

2.1 Stabilizer states
For a given quantum state |ψ⟩, an operator O stabilizes |ψ⟩ if O |ψ⟩ =

(+1) |ψ⟩, i.e. |ψ⟩ is a (+1)-eigenstate of O.

Definition 11. The stabilizer S of an n-qubit state |ψ⟩ is the (possibly
empty) collection of all Pauli operators that stabilize the state:

S = {P ∈ Pn|P |ψ⟩ = |ψ⟩ }. (2.1)

A state |ψ⟩ with stabilizer S is a stabilizer state if it is the unique state for
which S is the stabilizer. If it is useful to do so, one can write S |ψ⟩ to refer
to the stabilizer of a specific state |ψ⟩.

Stabilizer states have many useful and interesting properties; most of these
follow immediately from their definition. More specifically, let |ψ⟩ be a stabil-
izer state with stabilizer S. The product PQ of two random elements P,Q ∈ S
is then necessarily in the stabilizer:

(PQ) |ψ⟩ = PQ |ψ⟩ = P |ψ⟩ = |ψ⟩ , (2.2)

In particular, this means that S is closed. Additionally, I ∈ S for any stabil-
izer, so that it contains an identity element. Moreover, P and Q commute on
the stabilizer state:

PQ |ψ⟩ = P |ψ⟩ = |ψ⟩ = Q |ψ⟩ = QP |ψ⟩ . (2.3)

Since Pauli operators either commute or anti-commute (see (1.5)), this implies
that P and Q commute everywhere. It can be concluded that the stabilizer
forms an Abelian subgroup of Pn.

Let {gi}li=1 ⊂ S be a (minimal) set of generators for S, for some number
l to be specified later. The Pauli operators are self-inverse, so due to the
Abelian structure of S, any element P ∈ S can be uniquely represent as:

P = gb11 g
b2
2 . . . gbll , (2.4)

where bi ∈ {0, 1} encodes the ‘usage’ of generator gi w.r.t. P . Since there are
2l choices of such bit strings b = (b1, b2, . . . , bl), it holds that |S| = 2l.

Moreover, when a Pauli operator Q ∈ P commutes with all the generators
of a stabilizer S, (2.4) implies that [P,Q] = 0 for every element P ∈ S. This
can be used to prove that any such Q has to be an element of the stabilizer S
itself. More specifically, let |ψ′⟩ = Q |ψ⟩. For every operator P ∈ Pn, it holds
that

P |ψ′⟩ = PQ |ψ⟩ = QP |ψ⟩ = Q |ψ⟩ = |ψ′⟩ , (2.5)
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i.e. |ψ′⟩ is a +1 eigenstate for every operator P ∈ S. By definition, the
stabilizer state |ψ⟩ is the unique state for which this holds, so that |ψ′⟩ =
Q |ψ⟩ = |ψ⟩. But then Q stabilizes |ψ⟩, so that it is in the stabilizer S.

It follows that ±Q ∈ S if and only if it commutes with a generating set
{gi} of S:

Qgi = giQ ∀i ∈ {1, 2, . . . , n}. (2.6)

This gives an easy test to determine if a given element Q ∈ Pn is in the
stabilizer S or not.

The stabilizer state is, by definition, the unique state in the shared +1
eigenspace of all elements of S. Let ΠS =

∏
P∈S ΠP+1 be the projector of this

eigenspace, where ΠP+1 = I+P
2 is the +1-eigenspace projector of P (see (1.10)).

Using the insights of (1.12) and (2.4), the stabilizer state can then be written
as:

|ψ⟩⟨ψ| = ΠS =
∏

P∈S
ΠP+1 =

∏

i

Πgi+1 =
1

2l

∏

i

(I+ gi), (2.7)

where l is the number of generators of S. This shows an important fact:
any stabilizer state |ψ⟩ is the unique +1 eigenstate of merely the generators
of its stabilizer instead of all 2l elements, and therefore one can uniquely
specify a stabilizer state by just a set of generators. However, note that the
choice of generators for a stabilizer S is not unique. Selecting a suitable set
of generators is often an important part of the analysis of a stabilizer state.

Eq. (2.7) can additionally be used to specify the number l of generators
for S. Because |ψ⟩ is the unique state in the shared +1-eigenspaces of all
Pauli operators, the dimension of the subspace associated with the projector
ΠS is 1. The dimension of a subspace is equal to the trace of its projector, so

1 = tr [ΠS ] = tr

[∏

P∈S
ΠP+1

]
=

tr [I]
2l

= 2n−l, (2.8)

where it is used that all Pauli operators except the I operator are traceless
(see (1.7)). This means that the number l of generators of S equals n and
therefore that there are exactly n generators needed to specify an n-qubit
stabilizer state. If there are fewer generators, the stabilized subspace (i.e. the
subspace associated with the projector

∏
P∈S ΠP+1) is of dimension 2n−l. In

this case (2.7) can still be used to describe the (mixed) state, except that it
would not be properly normalized. Such mixed states are discussed in more
detail in sec. 2.4.

Combining (2.7) with the insights from (2.4) allows the stabilizer state
|ψ⟩⟨ψ| to be represented as a sum of all stabilizer elements:

|ψ⟩⟨ψ| = 1

2n

∏

i

(I+ gi) =
1

2n

∑

b∈{0,1}n

gb11 g
b2
2 . . . gbnn =

1

2n

∑

P∈S
P. (2.9)
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From (2.9), it is evident that there is a one-to-one correspondence between sta-
bilizer states and their stabilizer. Every stabilizer state uniquely determines
its stabilizer, and every stabilizer uniquely determines its associated stabil-
izer state: the only freedom in describing a stabilizer state is the choice of
generators.

Additionally, it follows that any set {Pi}ni=1 of n Pauli operators that both
pairwise commute and are independent (i.e. they are not a product of each
other), generates a valid stabilizer S and associated stabilizer state.

2.1.1 Fidelity of arbitrary states with stabilizer states
The fidelity of an arbitrary state ρ with a stabilizer state can be computed

using (2.9). Because the stabilizer state is pure, (1.28) can be used and

F (ρ, |ψ⟩) = tr [ρ |ψ⟩⟨ψ|] = tr

[
ρ

(
1

2n

∑

P∈S
P

)]
=

1

2n

∑

P∈S
tr [ρP ] , (2.10)

where the last equality follows from the linearity of the trace. The terms
tr [ρP ] are expectation values of simple Pauli-basis measurements; this plays
an important role in the verification of stabilizer states, which will be ad-
dressed in part III.

2.1.2 Examples of stabilizer states
One of the most straightforward examples of a stabilizer state is the state

|+⟩. X |+⟩ = |+⟩, so its stabilizer is S |+⟩ = {I, X}, which is generated by
a single generator g1 = X. Similarly, the state |1⟩ is the +1 eigenstate of
the operator −Z, so its stabilizer is S |1⟩ = {I,−Z}, generated by a single
generator g1 = −Z.

A less trivial examples is that of the Bell states (see (1.52)). A straight-
forward computation reveals that (X⊗X) |B00⟩ = |B00⟩ and (Z⊗Z) |B00⟩ =
|B00⟩. Additionally, these operators commute: [X ⊗X,Z ⊗Z] = 0. It follows
that |B00⟩ is a stabilizer state with generators g1 = X ⊗X and g2 = Z ⊗ Z,
and with the stabilizer S |B00⟩ = {I, XX,ZZ,−Y Y }, where the ‘⊗’-sign is
dropped for brevity. The other three Bell states follow similarly, as listed in
Tab. 2.1.

2.2 Unitary evolutions of stabilizer states
When a state |ψ⟩ is rotated under a unitary transformation U , its density

matrix ρ = |ψ⟩⟨ψ| is evolved as ρ → UρU†. The unitary evolution of a
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g1 g2 S
|B00⟩ X ⊗X Z ⊗ Z {I, XX, ZZ,−Y Y }
|B01⟩ X ⊗X −Z ⊗ Z {I, XX,−ZZ, Y Y }
|B10⟩ −X ⊗X Z ⊗ Z {I,−XX, ZZ, Y Y }
|B11⟩ −X ⊗X −Z ⊗ Z {I,−XX,−ZZ,−Y Y }

Table 2.1: The four Bell states (see (1.52)) are stabilizer states that are closely
related to each other. For the Bell state |Bb1b2⟩ = (Zb1Xb2⊗I) 1√

2
(|00⟩+ |11⟩),

its stabilizer is generated by g1 = (−1)b2XX and g2 = (−1)b1ZZ, resulting in
the stabilizer S|Bb1b2⟩ with four elements.

stabilizer state |ψ⟩⟨ψ| with generators {gi} can be calculated using (2.7):

|ψ⟩⟨ψ| = 1

2n

∏

i

(I+ gi) → U

(
1

2n

∏

i

(I+ gi)

)
U†

=
1

2n
U
(
(I+ g1)(I+ g2) . . . (I+ gn)

)
U†

=
1

2n
U
(
(I+ g1)U

†U(I+ g2)U
†U . . . U†U(I+ gn)

)
U†

=
1

2n

∏

i

(I+ UgiU
†),

(2.11)
where U†U = I is freely introduced in the third row, and where the last
equality uses U(I+ gi)U

† = I+ UgiU
†. This means that the rotated state is

the shared +1 eigenspace of the elements of the group ⟨UgiU†⟩. However, the
operators UgiU† may not be Pauli operators, so that the state may fail to be
a stabilizer state.

This representation is especially useful when U ∈ C is a Clifford operator,
because then UgiU† is (guaranteed to be) in P. Moreover, conjugation with a
unitary operator preserves commutation relations, and the rotated generators
thus correctly create a stabilizer group. Therefore, the rotated stabilizer state
is a stabilizer state as well, with associated generators:

gi → g′i = CgiC
†. (2.12)

2.2.1 Examples of evolutions of stabilizer states
As an example, (the generators of) the Bell pair |B00⟩ can be computed

directly with (2.12). The state |00⟩ can be used to prepare the Bell pair |B00⟩
by applying a Hadamard operation to the first qubit, followed by a C1→2

X

gate controlled by that same qubit. Therefore, the generators of the Bell pair
can be obtained by evaluating the action of these unitary operators on the
generators of the |00⟩ state. The state |00⟩ has generators g1 = Z ⊗ I and
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g2 = I⊗ Z, so (using (1.51)) these generators are first transformed by H ⊗ I:

Z ⊗ I → (H ⊗ I)(Z ⊗ I)(H ⊗ I)† = X ⊗ I,
I⊗ Z → (H ⊗ I)(I⊗ Z)(H ⊗ I)† = I⊗ Z,

(2.13)

and subsequently by C1→2
X :

X ⊗ I → C1→2
X (X ⊗ I)(C1→2

X )† = X ⊗X,
I⊗ Z → C1→2

X (I⊗ Z)(C1→2
X )† = Z ⊗ Z.

(2.14)

The generators of the other Bell states follow readily. E.g. for the Bell state
|B10⟩ = (X ⊗ I) |B00⟩ (see (1.53)), the discussion before (2.12) implies that
its generators are:

X ⊗X → (X ⊗ I)(X ⊗X)(X ⊗ I)† = X ⊗X,
Z ⊗ Z → (X ⊗ I)(Z ⊗ Z)(X ⊗ I)† = −Z ⊗ Z.

(2.15)

Note that these generators coincide with the generators as listed in Tab. 2.1.

2.3 Measurements on stabilizer states
For any Pauli operator O ∈ Pn interpreted as an observable, it is straight-

forward to compute the expectation value E [O] for a stabilizer state |ψ⟩:

E [O] = ⟨ψ|O |ψ⟩ = tr [O |ψ⟩⟨ψ|] = tr

[
O
( 1

2n

∑

P∈S
P
)
]
=

1

2n

∑

P∈S
tr [OP ] ,

(2.16)
where the second equality follows from (2.9). This expectation value shows
different behaviour depending on if O or −O is in the stabilizer, or neither of
them are included:

E [O] =





1 O ∈ S,
−1 −O ∈ S,
0 ±O ̸∈ S.

(2.17)

The first two cases are straightforward. When O ∈ S, the term O2 = I exists
in the sum in (2.16), which has trace 1 when normalized. Similarly, when
−O ∈ S the term (−O)O = −I exists in the sum, which has trace −1 when
normalized. All other elements in the stabilizer are traceless, so that the sum
in (2.16) equates to +1 or −1, respectively.

The last case follows from the fact that when O ̸∈ S, the set OS is a (left)
coset of S and thus does not contain ±I. That means that all terms in OS
are traceless, and the sum in (2.16) equals zero.

Any observable A can be written as A =
∑
P∈P αPP . By the linearity of

the trace, (2.17) generalises to any other observable:

E [A] =
∑

P∈P
αPE [P ] =

∑

P∈S
αP −

∑

−P∈S
αP , (2.18)
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In the case that O is a Pauli operator, the measurement will result in an
outcome m = +1 or m = −1. Using the identity E [O] = Pr(m = +1) −
Pr(m = −1) together with (2.17) it follows that this measurement either al-
ways has the same outcome, or that it is uniformly random:

Pr(mO = +1),Pr(mO = −1) =





1, 0 O ∈ S,
0, 1 −O ∈ S,
1
2 ,

1
2 ±O ̸∈ S.

(2.19)

2.3.1 Post-measurement states of Pauli measurements
The post-measurement state of such a Pauli-measurement can be determ-

ined from its generators, and will be a stabilizer state as well. More specific-
ally, the post-measurement state |m⟩ is the projection of |ψ⟩ upon the eigen-
space according to the measurement outcome m (see (1.36)). The projection
operator for the measurement outcome m = ±1 is ΠO(m) =

I±O
2 (see (1.10)), so

the post-measurement state is, up to a normalization factor, |m⟩ = ΠO(m) |ψ⟩.
When either O or −O is in the stabilizer S, the state |ψ⟩ is already an

eigenstate of O or −O, respectively. In these cases the stabilizer state is
unaffected by the measurement (or obtains a global phase −1).

When neither O nor −O is in the stabilizer S, the stabilizer state |ψ⟩ is
not an eigenstate of O and will be non-trivially affected by the measurement.
Nevertheless, the post-measurement state is still a stabilizer state whose gen-
erators can be determined. First, if ±O ̸∈ S, by (2.5) and the analysis below
it, there exists at least one generator gi that does not commute with O (and
therefore anti-commutes).

W.l.o.g. assume that only the first m generators anti-commute with O
(where 1 ≤ m ≤ n). It is straightforward to define a change of generators gi →
g′i for the stabilizer S so that afterwards only one generator anti-commutes:

gi → g′i =





gi i = 1,

gig1 2 ≤ i ≤ m,

gi i > m.

(2.20)

By construction, only the generator g′1 anti-commutes with O, while all other
generators commute with the measurement operator.

By definition, the post-measurement state |m⟩ has to be an m-valued
eigenstate of O, so that |m⟩ is stabilized by (m)O. However, using (1.11) one
can show that |m⟩ is still stabilized by any generator g′i that commutes with
O:

g′i |mO⟩ = g′iΠ
O
(mO) |ψ⟩ = ΠO(mO)g

′
i |ψ⟩ = ΠO(mO) |ψ⟩ = |mO⟩ . (2.21)

The post-measurement state |m⟩ is still stabilized by the generators
{g′i}ni=2, and additionally stabilized by (m)O. All of these operators com-
mute by construction, and are independent of each other. This means
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that they form a valid set of n generators, so that they form a valid
stabilizer S |m⟩(see (2.9) and the discussion after it). In conclusion, the
post-measurement state |m⟩ is a stabilizer state with the stabilizer S |m⟩ =
⟨(m)O, g′2, g

′
3, . . . , g

′
n⟩.

2.3.2 Examples of Pauli measurements
As a straightforward example of a Pauli-basis measurement, consider again

the Bell state |B00⟩ = 1√
2
(|00⟩+ |11⟩) with generators X ⊗ X and Z ⊗ Z

(see Tab. 2.1). When the first qubit is measured in the X-basis, i.e. the
basis {|+⟩ , |−⟩} with outcome +1 or −1, the associated observable is X ⊗ I.
This operator does not commute with Z ⊗ Z so it follows that ±X ⊗ I ̸∈ S
(see (2.6)). It immediately follows from (2.19) that the measurement results
in a uniformly random outcome m = ±1.

The only generator that the measurement operator does not commute
with is Z⊗Z. For the post-measurement state only this generator is replaced
(i.e. there is no change of generators needed), and the post-measurement state
is stabilized by X ⊗X and (m)X ⊗ I.

Although technically not necessary, a change of generators is instructive:
applying the second generator to the first results in X⊗X → (X⊗X)((m)X⊗
I) = (m)I ⊗ X. The post-measurement state after measuring X ⊗ I is thus
given by the generators (m)X⊗ I and (m)I⊗X. If the measurement outcome
was m = 0 or m = 1, the post-measurement state would be |+⟩ ⊗ |+⟩ or
|−⟩ ⊗ |−⟩, respectively. See Tab. 2.2 for a detailed analysis of the same
measurement.

meas. c.o.g.

X ⊗X → X ⊗X → (m)I⊗X

Z ⊗ Z → (m)X ⊗ I → (m)X ⊗ I

Table 2.2: Two qubits are initially in the state stabilized by X ⊗X and Z ⊗Z,
which is the EPR pair |B00⟩ = 1√

2
(|00⟩+ |11⟩) (see Tab. 2.1). The first

qubit is measured in the X-basis (labelled meas.), represented by the meas-
urement operator X ⊗ I. The anti-commuting generator Z ⊗Z is replaced by
the measurement operator (m)X ⊗ I, that now carries the uniformly random
measurement outcome m ∈ {+1,−1} as a phase. A change of generators (la-
belled c.o.g.) shows that the post-measurement state has generators (m)X⊗I
and (m)I ⊗ X, which shows that the second qubit has ‘collapsed’ as well to
|+⟩ or |−⟩ when m is +1 or −1, respectively.

A less trivial example is given in Tab. 2.3. Here, the initial state is
the four-qubit state |B00⟩ ⊗ |B00⟩, which is a four-qubit stabilizer state with
generators XXII, ZZII and IIXX, IIZZ. The second and third qubit are
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measured in the Bell basis (see (1.52)), which results in that these two qubits
are in one of the four Bell states |Bm2,m1⟩, where m1 and m2 specify the
measurement outcome. An interesting result is shown in Tab. 2.3: the first
and last qubits are in the state |Bm2,m1

⟩ as well! Those familiar with it might
recognize this as entanglement swapping, i.e. the swapping of pairs of qubits
that share entanglement. This is the basic building block of the quantum
repeater, where entanglement between a network node and a midway station,
and entanglement between the midway station and another node, is swapped
for entanglement between the two nodes.

c.o.g. meas. 1 c.o.g.

XXII → XXII → XXII → XXII

ZZII → ZZII → (m)IXXI → (m1)IXXI

IIXX → XXXX → XXXX → (m1)XIIX

IIZZ → ZZZZ → ZZZZ → ZZZZ

meas. 2 c.o.g.

XXII → (m2)IZZI → (m2)IZZI

(m1)IXXI → (m1)IXXI → (m1)IXXI

(m1)XIIX → (m1)XIIX → (m1)XIIX

ZZZZ → ZZZZ → (m2)ZIIZ

Table 2.3: Bell-state measurement on the second and third qubit of a four-
partite quantum state |ψ⟩ = |B00⟩ ⊗ |B00⟩, that has generators XXII, ZZII
and IIXX, IIZZ. (Top) A change of generators (labelled c.o.g.) facilitates
the measurement of the operator IXXI, so that this operator anti-commutes
with only one generator, ZZII. The measurement (labelled meas. 1) thus
replaces this operator with the measurement operator (m1)IXXI. Another
change of generators results in the generators listed in the top right.
(Bottom) The measurement (labelled meas. 2) of the operator IZZI is per-
formed; this operator anti-commutes with only the generator XXII. This
operator is thus replaced by the measurement operator (m2)IZZI. Another
change of generators (labelled c.o.g.) results in the generators listed in the bot-
tom right. By Tab. 2.1, the state of the second and third qubit is the state
|Bm2,m1⟩. As a consequence, the state of the other two qubits is |Bm2,m1⟩
as well. The reader that is familiar with the concept might identify this as
entanglement swapping.
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2.4 Reduced states and bipartite entanglement
The marginals of stabilizer states show structure that is useful to study

the entanglement of these states, and they will play a central role in chapter 6.
Calculating the marginals of stabilizer states can be done within the stabil-
izer formalism, and is facilitated by (2.9). More specifically, let |ψ⟩ be any
stabilizer state with stabilizer S, and let M ⊂ {1, 2, . . . n} be any selection of
the qubits of |ψ⟩ with size |M | = k. The goal is to compute the reduced state
ρM = trM⊥ [|ψ⟩⟨ψ|]. To this end, it is useful to introduce another concept
first, the reduced stabilizer.

Definition 12. Let S be any n-qubit stabilizer, and let M ⊂ {1, 2, . . . n} be a
subset of size |M | = k. Write P =

⊗n
i=1 Pi for every operator P ∈ S.

The reduced stabilizer SM ⊂ Pk is then the collection of k-qubit Pauli
operators P ′ =

⊗
i∈M Pi for every P ∈ S whose support supp(P ) (see (1.6))

is contained in M :

SM =

{
P ′ =

⊗

i∈M
Pi|P =

n⊗

i=1

Pi ∈ S, supp(P ) ⊆M

}
. (2.22)

Alternatively, it can be defined immediately from the elements of S by
tracing away the qubits outside of M and renormalizing:

SM =

{
1

2n−k
trM⊥ [P ] |P ∈ S, supp(P ) ⊆M

}
, (2.23)

where the scaling factor 1
2n−k is there to renormalize, so that indeed SM ⊂

Pk. When context permits, SM can additionally be referred to as the reduced
stabilizer of the marginal M .

In other words, the reduced stabilizer SM is the collection of all elements
P ∈ S with support contained in M , when their I’s on the qubits outside of M
are removed by tracing them away, after which they are properly renormalized.

It is straightforward to show that SM is an Abelian subgroup of Pk with
a number of generators 1 ⩽ dM ⩽ k, where the dimension dM of SM is the
number of elements in a (minimum) generating set for it.

Because its elements are self-inverse and S is an Abelian subgroup
(see (2.4)), the dimension dM is exactly the base-two logarithm of the number
of elements in SM :

dM = log(|SM |). (2.24)
Finally, SM stabilizes a subspace1 of H of dimension 2k−dM (see (2.8) and
the discussion immediately afterwards). The number of generators dM and
number of nodes k = |M | in (2.24) are the total number of qubits n and
number of generators l in (2.8), respectively.

1For those familiar, SM forms a stabilizer code with k − dM logical qubits, although a
pretty bad one for most choices of S and M .
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Reduced states of stabilizer states
Using the reduced stabilizer SM , the marginal ρM = trM⊥ [|ψ⟩⟨ψ|]

(see (1.25)) of the stabilizer state |ψ⟩⟨ψ| = 1
2n

∑
P∈S P (see (2.9)) can be

calculated:
ρM = trM⊥ [|ψ⟩⟨ψ|]

=
1

2n

∑

P∈S
trM⊥ [P ] ,

=
1

2|M |
∑

P ′∈SM

P ′,

(2.25)

where the first equality follows from the linearity of the trace, and the second
equality follows from (1.8). If it is the case that SM = {I}, the marginal ρM
is the maximally mixed state, and it is called trivial.

Using the insights from (2.7) and (2.9), the reduced state ρM is exactly
the maximally mixed state in the subspace stabilized by SM . Moreover, if
{gi}dMi=1 is a generating set for SM , then:

ρM =
1

2|M |
∑

P∈SM

P

=
1

2|M |

dM∏

i=1

(I+ gi)

=
1

rnk(ρM )

dM∏

i=1

Πi

=
1

rnk(ρM )

rnk(ρM )∑

j=1

|ψj⟩⟨ψj | ,

(2.26)

where rnk(ρM ) = 2|M |−dM is the rank of ρM , and |ψj⟩ forms a basis for the
shared (+1)-eigenspace of the generators gi of SM , i.e. the subspace stabilized
by SM .

Furthermore, the rank of ρM equals the Schmidt rank r of |ψ⟩, so using this
expression the Schmidt rank of any stabilizer state |ψ⟩ (w.r.t. the bipartition
M :M⊥) can be calculated:

r = rnk(ρM ) = 2|M |−dM . (2.27)

It follows that the Schmidt rank for a stabilizer state is always a power of
two.

Finally, for any choice of bipartition M : M† it holds that rnk(ρM ) =
rnk(ρM⊥). Therefore, from (2.27) it follows that:

|M | − dM =
∣∣M⊥∣∣− dM⊥ . (2.28)

This means that dM⊥ is determined by dM .
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Bipartite entanglement for stabilizer states
For any n-qubit stabilizer state |ψ⟩ with stabilizer S, and any bipartition

M :M⊥, the entanglement entropy EM :M⊥(|ψ⟩ ) (see Def. 6) can be calculated
using (2.26):

EM :M⊥(|ψ⟩) = SN(ρM )

= −
2|M|−dM∑

j=1

1

2|M |−dM log

(
1

2|M |−dM

)

= |M | − dM ,

(2.29)

where SN(ρM ) is the Von Neumann entropy of ρM (see (1.42)) and where it
is used implicitly that the Schmidt rank of |ψ⟩ is r = 2|M |−dM .

When the stabilizer state |ψ⟩ with stabilizer S is separable over the bipar-
tition M :M⊥, it holds that |ψ⟩ = |ψM ⟩ ⊗ |ψM⊥⟩, i.e. ρM is a pure state. In
that case, this means that the subspace that SM stabilizes has dimension one,
and thus that dM = |M | (see (2.26)). The same applies to ρM⊥ , so it follows
(for separable stabilizer states) that:

S = SM ⊗ SM⊥ . (2.30)

This deconstruction can be generalized to stabilizer states with an arbitrary
Schmidt rank r [90]. Let {aj ⊗ IM⊥}dMj=1 be the generators for SM and {IM ⊗
bk}dM⊥

k=1 be the generators for SM⊥ , both extended to be elements of Pn.
This gives a total of dM + dM⊥ generators; there need to be n generators

in total, so there are n− dM − dM⊥ = 2 log(r) other generators.
These other generators can always be chosen canonical form [90], which are

generators that show a rich, useful structure. More explicitly, these canonical
generators form log(r) pairs (gi, hi) (for 1 ⩽ i ⩽ log(r)), defined as:

gi = giM ⊗ giM⊥ ,

hi = hiM ⊗ hiM⊥ .
(2.31)

Although gi commutes with any other generator of S due to its Abelian struc-
ture, the projections giM and giM⊥ do not necessarily commute with the other
(projections of) generators.

However, the canonical form dictates that the projections of the pairs
(gi, hi) anti-commute with each other:

{giM , hiM} = 0, (2.32)

but both commute with all other projections (i.e. gi
′
M and hi

′
M for any i′ ̸= i,

and every aj). The projections giM⊥ and hiM⊥ have similar commutation
relations.
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These pairs (gi, hi) together form another subgroup SM :M⊥ , so that the
stabilizer S has the structure

S = (SM ⊗ SM⊥) · SM :M⊥ , (2.33)

where · denotes the product of the two subgroups. In a sense, all entangle-
ment properties of |ψ⟩ are encoded into the group SM :M⊥ , while the local
information of the subsystems M and M⊥ are encoded into SM and SM⊥ ,
respectively.

2.5 Conclusion and further reading
The stabilizer formalism is ubiquitous in both quantum computation and

communication, with usage in quantum error correction, fault tolerance,
entanglement- distillation and distribution in networks. Following (2.12) and
sec. 2.3, any circuit with only Clifford operators and Pauli measurements can
be simulated efficiently, something which is known as the Gottesman-Knill
theorem [91, 92]. This efficient simulation is facilitated by the binary repres-
entation of Pauli operators [93], which allows to represent a stabilizer as a
subspace in Fn4 , which is then usually mapped to a symplectic subspace of
F2n
2 [7]. This representation will be used in chapter 4.

Even though many interesting and highly entangled quantum states can
be represented within the stabilizer formalism, and thus efficiently simulated,
the stabilizer formalism can only simulate the action of Clifford operators, so
that BQP-complete circuits remain intractable. It shows an intricate interplay
with the theory of fault-tolerant quantum computation [75], especially because
of the fact that including one more type of gate into the circuit (usually the
T = diag(1, ei

π
4 ) gate) alleviates its power to be BQP-complete [7, 94].

To circumvent these shortcomings and allow for a larger class of states to
be represented, the stabilizer formalism can be extended to include other op-
erators than the Pauli operators. Because the Pauli Y operator can be written
as the product iXZ, all stabilizer elements (in the standard framework) are
elements of the group2 ⟨−I, X, Z⟩⊗n. The first well-known extension of the
stabilizer formalism introduces stabilizer operators that are elements of the
group ⟨iI, X, S = diag(1, ei

π
2 )⟩⊗n [95], and is thus known as the XS-stabilizer

formalism. Note that this means that the elements of the stabilizer then do
not necessarily commute any more.

More recent work gives a family of stabilizer extensions for any choice
of natural number N . It introduces ω as a 2N -th root of unity and P =
diag(1, ω2) as an N -th root of Z; the stabilizer elements are then elements
of the group ⟨ωI, X, P ⟩⊗n. As such, it is known as the XP -stabilizer form-
alism [96]. Note that N = 1 retrieves the standard stabilizer formalism, and

2Remember that a stabilizer element can only have a phase ±1.
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N = 2 retrieves the XS-formalism. To compare against these extensions, the
standard stabilizer formalism is sometimes referred to as the XZ-formalism.

These extensions can indeed represent more states, but this comes at a re-
duction in efficiency of simulation. (Note that simulation of theXP -formalism
for arbitrarily large N gives BQP-completeness).

Although bipartite entanglement of stabilizer states can be characterized
using the methods introduced in sec. 2.4, multi-partite entanglement is less
straightforward. Both in quantum computation and in quantum networks
with more than two parties, (multi-partite) entanglement is an important
resource, so that the characterization of multi-partite entanglement is ex-
ceedingly useful. The study of multi-partite entanglement is helped by an
important subclass of the stabilizer states: the graph states. These are in-
troduced and defined in chapter 3, where additionally important basic results
are stated. Making use of these new concepts, various facets of multi-partite
entanglement are then addressed in part II.



3
GRAPH STATES

Although stabilizer states permit an efficient and straightforward description
in terms of a generating set of their stabilizer, it is not always immediately
clear how to interpret these operators. Moreover, it can be tedious to analyse
the action of unitary evolutions or Pauli measurements by hand, or to de-
termine certain interesting properties of the state (e.g. if it is separable under
a certain bipartition).

A specific subset of the stabilizer states, known as the graph states, allows
for a much quicker and more intuitive inspection and understanding. These
useful properties mostly arise from the fact that they can be represented by the
mathematical concept of graphs, or (depending on the perspective) can even
be defined in terms of them. A graph, a collection of points and potential lines
between them, can be easily drawn on e.g. a piece of paper, which facilitates
convenient inspection. This chapter introduces all their concepts that are
relevant for this thesis; a comprehensive introduction of graph states and
their properties can be found in [3].

Many of the interesting properties of graph states can be seen in terms
of properties of their underlying graphs, so that often it is enough to merely
inspect the drawing of this graph by hand to determine the properties of the
graph state. As an explicit example, there exist an intricate relation between
local Clifford operations on graph states and a specific graph-theoretic opera-
tion known as local complementation. Additionally, the action of single-qubit
Pauli measurements on graph states can be understood in terms of their under-
lying graphs as well, so that the effect of these measurements can be computed
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from the graphs directly. This chapter introduces the necessary concepts of
graphs and graph states, so that they can be used to study entanglement and
other properties of both graph- and stabilizer states in part II.

Section 3.1 gives the mathematical definition of a graph and introduces
some of its relevant concepts, including the local complementation. Graph
states themselves are then defined in sec. 3.2, where some examples are given
as well. Among these examples is the GHZ state, which is an important
resource in quantum communication and will play a central role in both
chapter 5 and part III. In sec. 3.3 the relation between the local comple-
mentation on a graph and its effect on the associated graph state is discussed.
The effect of single-qubit Pauli measurements on graph states is discussed in
sec. 3.4. Finally, sec. 3.5 concludes this chapter and gives further topics that
can be studied.

The reader familiar with the theory behind graph states may feel free to
skip this chapter.

3.1 Graphs
A mathematical graph is, in its most basic form, a collection of points,

that may or may not be connected to each other1. The points are generally
referred to as vertices or nodes, and the latter name is used in this thesis. The
connections between the nodes are called edges.

Definition 13. A (simple) graph G = (V,E) is a pair of two things:

(1) The vertex set V , a collection of nodes.

(2) The edge set E, a possibly empty collection of edges. An edge is a pair
of two nodes.

Edges cannot connect a node to itself, so it holds that E ⊂ (V ×V )\{(i, i)}i∈V .
Any two elements u, v ∈ V are said to be connected if (u, v) ∈ E. The
notation V (G) refers to the vertex set V of the graph G.

The collection Nu = {v ∈ V |(v, u) ∈ E} is the neighbourhood of u, i.e. the
collection of nodes in V that are connected to u. A node i is isolated if it
holds that Ni = ∅.

A series of edges and nodes that link two nodes u and v is called a path
between these two nodes. If there is a path between any two nodes in a
graph, that graph is called connected. Unless explicitly stated otherwise,
any graph in this thesis will be connected. A graph that is not connected is
called disconnected, and consist of two or more smaller connected graphs. The

1In this thesis, only simple, unweighted graphs are considered, but they are referred to
as just graphs.
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reader that is familiar with graph theory may note that here only the simple
connected graphs are considered.

Graphs have a clear graphical depiction, where circles represent nodes, and
lines between them represent edges. Three examples of graphs are given in
Fig. 3.1. They include four-node instances of two important types of graphs:

• The line graph LV , the graph with edge set {(i, i + 1)}V \{n} that re-
sembles a line2.

• The complete graph KV , with edge set (V ×V )\{(i, i)}V , i.e. the graph
containing every possible edge.

In this thesis, any graph G will have a vertex set V = [n] = {1, 2, . . . n}, unless
explicitly stated otherwise. n is referred to as the size of the graph, i.e. the
number of vertices in G. Sometimes merely n is used as a shorthand for the
vertex set; e.g. K4 is the complete graph on the four nodes V = {1, 2, 3, 4}.

1

2 3

4

G1

1

2 3

4

G2

1

2 3

4

G3

Figure 3.1: Three different graphs with four nodes each. The graph G1 on the
left is a line graph L4, resembling a line from node 1 to node 4 through 2 and
3. The middle graph G2 is the complete graph K4, because it contains every
possible edge. The graph G3 on the right is a line graph as well, specifically
the line 2− 4− 1− 3. The neighbourhood N1 of node 1 is highlighted in red
for all three graphs. Finally, it holds that G1 = G2 ⊕ G3. Since G2 = K4 is
the complete graph, G1 and G3 are each others’ complimentary graph.

Given a graph G = (V,E) and a node i ∈ V , the notation G \ i indicates
the graph that results from removing node i and all its incurrent edges. In
other words, G \ i = G′ = (V ′, E′), with

V ′ = V \ {i}, (3.1)
E′ = E ∩ (V ′ × V ′). (3.2)

2An ordering has been assumed to the vertex set V , with n being the last element. If
this order is not apparent from context, or chosen differently, the order is made explicit:
e.g. Gr = L3142 from Fig. 3.1 has edge set {(3, 1), (1, 4), (4, 2)}. This graph still represents
a line, but on the path 3 → 1 → 4 → 2.
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Given two random graphs G = (V,EG) and H = (V,EH), the graph
F = G ⊕H is the graph with vertex set V and edge set EF , defined as the
symmetric difference of the initial edge sets:

EF = EG ⊕ EH , (3.3)

where ⊕ denotes the symmetric difference. In other words, EF contains all
edges that are either in EG or in EH , but not in both.

For any graph G = (V,E), its complementary graph is the graph G⊥ with
vertices V and edge set E⊥ = ((V × V ) \ {(i, i)}V ) \ E, i.e. the graph with
the same vertex set, that has exactly and only those edges that G does not
have. An alternative definition is:

G⊥ = G⊕KV . (3.4)

Finally, the Adjacency matrix Γ ∈ Fn×n2 is a symmetric matrix that en-
codes the edge set:

Γ(i, j) =

{
0 (i, j) ̸∈ E,

1 (i, j) ∈ E.
(3.5)

The columns of the adjacency matrix Γ encode the neighbourhood of the
nodes. Let the i-th column of Γ be denoted as ηi; it is a vector of length n
that has a 1 at entry j if node j ∈ Ni, and 0 otherwise:

ηi(j) =

{
0 j ̸∈ Ni,

1 j ∈ Ni.
(3.6)

3.1.1 Local complementation
The local complementation is an important operation on a graph that is

defined for each of its nodes, and transforms the graph into a new graph based
on a graphical rule. A local complementation on node i ∈ V is denoted τi, and
the resulting graph is denoted τi(G). τi(G) results from the graph G where the
subgraph on the neighbourhood Ni is replaced by its complementary graph.
In other words, it results from G, where every possible edge between the
elements of the neighbourhood Ni is inverted: the edge is removed or created
if it was or wasn’t there, respectively. Examples of local complementation are
very instructive; for two examples see Fig. 3.2.

Using some slight abuse of notation, the local complementation can al-
ternatively be defined in terms of a transformation of the adjacency matrix
of a graph:

Γτi(G) = ΓG ⊕ ΓK[Ni] = ΓG ⊕ ηiη
T
i ⊕ diag(ηiη

T
i ), (3.7)

where K[Ni] is the complete graph on the neighbourhood Ni, and its adja-
cency matrix is assumed to have been ‘extended’ with the other nodes of the
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graph G (i.e. the dimensions of the two adjacency matrices are compatible).
The second equality follows from the fact that the outer product of ηi with
itself resembles the complete graph on Ni, except that the diagonal contains
some 1’s. From this definition it is evident that a local complementation is
self-inverse: τi(τi(G)) = G.

2

1

43
2

1

43
2

1

43
Ga Gb Gc

3 2

Figure 3.2: Two examples of local complementation. The graphs Ga and
Gb are related by the local complementation τ3 on node 3, so that Ga =
τ3(Gb). Similarly, Gc = τ2(Gb), but there is no single node i such that Ga =
τi(Gc). The neighbourhoods N3 and N2, that are inverted by the two local
complementations, have been highlighted in Ga and Gc, respectively. A local
complementation τi is self-inverse, so that Gb = τ3(Ga) and Gb = τ2(Gc).

Local complementations can be chained, so that graphs can be related
by a series of local complementations. If two graphs G and G′ are related
by a local complementation τi, and G′ is related to a third graph G′′ by a
local complementation τj , it follows that G and G′′ are related by (at least)
the combination of τi and τj . See for example Ga and Gc from Fig. 3.2,
that are not related by a single local complementation, but are related as
Gc = τ2 (τ3 (Ga)).

Because local complementations are self-inverse, they invoke an equival-
ence relation. When two graphs G and G′ are related by a series of local
complementations, they are called locally equivalent, denoted G ∼ G′. This
invites the definition of the orbit :

Definition 14. For a given graph G, its orbit O(G) is the collection of all
graphs H that are locally equivalent to G:

O(G) = {H is a graph|H ∼ G}. (3.8)

Any element H ∈ O(G) is called a representative of the orbit. The size of an
orbit is the number of elements |O(G)| it contains.

This definition partitions the set of all connected graphs of a fixed size:
every (connected) graph belongs to exactly one orbit, and the collection of all
orbits is exactly the set of all connected graphs. As an example, the complete
orbit of L4 can be found in Fig. 3.3. The graph L2143, for instance, is in
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the orbit, because it is related to L4 by the successive local complementations
τ2, τ1, τ3 and τ4, in that order.

Note that if two graphs are locally equivalent, it does not necessarily mean
that the series of nodes to perform the local complementation on is unique.
For instance, Fig. 3.3 shows that L4 is additionally related to L2143 by the
local complementations τ3, τ4, τ2 and then τ1.

1
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1
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Figure 3.3: The entire orbit O(Ga) of the graph Ga from Fig. 3.2, shown in
the middle and highlighted. O(Ga) is the collection of graphs that are locally
equivalent to Ga: those graphs that can result from one or more successive
local complementations performed on Ga. The graph Gb from Fig. 3.2 is
part of the orbit, because it related to Ga by τ3. Not all elements of the orbit
are related to Ga by a single local complementation: e.g. Gc from Fig. 3.2 is
related to Ga by two local complementations, namely τ3 and τ2. The different
sequences from Ga = L4 to the graph L2143 in the middle of the left column
show that there may be multiple, distinct chains of local complementations
that can link two graphs in an orbit.

3.2 Graph states
An important subclass of the stabilizer states is formed by the graph states.

They are a specific type of stabilizer state that can be defined in terms of a
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graph.

Definition 15. Let G = (V,E) be a graph with V = [n]. The associated
graph state |G⟩ of G is the n-qubit state that results from initializing a qubit
in the |+⟩ state for every node in the graph, and applying a C(v,w)

Z operation
between every pair of qubits v, w whose associated nodes share an edge:

|G⟩ =
∏

(v,w)∈E
C

(v,w)
Z |+⟩⊗V . (3.9)

All CZ operations commute, so the order in which they are applied is irrelev-
ant.

It is straightforward to show that any graph state is a stabilizer state.
More specifically, the state |+⟩⊗V is a stabilizer state generated by {Xi}i∈V ;
and only the Clifford operator CZ (see (1.57)) is applied to it. It follows from
the discussion in sec. 2.2 that |G⟩ is a stabilizer state (see (2.12)).

Eq. (2.12) can also be used to determine the generators of a graph state
|G⟩. Denoting U =

∏
(v,w)∈E C

(v,w)
Z and starting from the state |+⟩⊗V , the

generators are updated as:
Xi → UXiU

†. (3.10)

From (1.57) it follows that applying the operator C(i,w)
Z on Xi introduces

an operator Zw. The generator Xi is thus transformed by introducing a Z
operator for every node that i shares an edge with, i.e. the neighbourhood Ni

of i. The generators {gi}ni=1 of a graph state |G⟩ are therefore given by:

gi = Xi ⊗


⊗

j∈Ni

Zj


 = XiZNi

. (3.11)

3.2.1 Entanglement in graph states
From the underlying graph, it is straightforward to determine certain prop-

erties of graph states regarding its entanglement. Most notably, it is easy to
see if a qubit in a graph state is separable: it is only separable from the rest
of the state, if its associated node is isolated [3].

This extends naturally to multi-partite entanglement. More specifically, a
graph state is multi-partite entangled (see (1.54)) if and only if its underlying
graph is connected [3]. It is easy to determine if a graph is connected by
e.g. a breadth-first search or by calculating its algebraic connectivity [97, 98].
This gives an efficient method to determine if a graph state is multi-partite
entangled. From results like this, the study of multi-partite entanglement, as
discussed in part II, is therefore greatly helped by the concept of graph states.

It should be noted that the number of edges of a graph does not represent
the amount of entanglement in a graph state, measured by a suitable entan-
glement measure ([35], or see e.g. Def. 6); this will also follow from the results
from sec. 3.3.



3.2 Graph states Page 44

As mentioned before, in this thesis every graph is connected unless expli-
citly stated otherwise. Therefore, every associated graph state will be multi-
partite entangled (unless explicitly stated otherwise).

3.2.2 Examples of graph states
A straightforward but very important example of a graph state is given in

Fig. 3.4. The graph B = ({1, 2}, {(1, 2)}), i.e. the graph consisting of two,
connected nodes, has the associated graph state:

|B⟩ = C
(1,2)
Z |+⟩ ⊗ |+⟩ = 1√

2
(|0⟩ ⊗ |+⟩+ |1⟩ ⊗ |−⟩) = (I⊗H) |B00⟩ . (3.12)

This shows that the Bell state |B00⟩ is, up to a local Clifford operation
I ⊗ H, the graph state associated with two, connected, nodes. From (1.53)
it follows that any other Bell state is, up to a local Clifford, the same graph
state. Therefore, the connected two-node graph is often referred to as the
Bell- or EPR pair.

1 2

B

Figure 3.4: The graph B represents the graph state |B⟩ = C12
Z |+⟩ |+⟩; this is,

up to a local Clifford operation, the Bell pair |B00⟩ (see (1.53)). Therefore,
both B and |B⟩ are often referred to as the Bell pair or EPR pair.

The linear cluster state
A somewhat more extensive example is given by the graph L123, shown in

Fig. 3.6. The associated graph state |L123⟩ is:

|L123⟩ = C
(1,2)
Z C

(2,3)
Z |+++⟩

=
1√
2

(
C

(1,2)
Z C

(2,3)
Z |+0+⟩+ C

(1,2)
Z C

(2,3)
Z |+1+⟩

)

=
1√
2
(|+0+⟩+ |−1−⟩) .

(3.13)

|L123⟩ is an example of a linear cluster state, which is the multi-partite en-
tangled graph state associated with the line graph L1...n for any number of
nodes.
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Definition 16. The n-qubit linear cluster state |Ln⟩ is the n-qubit graph state
associated with the line graph Ln = L1...n. It can be written in the form

|Ln⟩ =
n−1∏

i=1

CZi,i+1 |+⟩⊗n . (3.14)

Furthermore, it has the canonical generators

gi =





X1Z2 i = 1,

Zi−1XiZi+1 2 ⩽ i ⩽ n− 1,

Zn−1Xn i = n.

(3.15)

The GHZ state
Another important example is the GHZ state, named after Greenberger,

Horne and Zeilinger, who introduced it in their seminal paper [99]. It is a
multi-partite entangled state defined on n nodes, that is ubiquitous in many
applications and facets of quantum- computation, communication and inform-
ation theory. It can be seen as a generalisation of the Bell pair to more than
two qubits.

Definition 17. The (generalized) GHZ state |GHZn⟩ is the n-qubit stabilizer
state defined as

|GHZn⟩ :=
1√
2
(|0 . . . 0⟩+ |1 . . . 1⟩) . (3.16)

Furthermore, it has the canonical generators

gi =

{
ZiZi+1 1 ⩽ i ⩽ n− 1,

X1X2 . . . Xn i = n.
(3.17)

The GHZ state is technically not a graph state, but it closely resembles
the graph state associated with the star graph. The star graph is a graph with
n nodes and the edge set E = {j, i}i∈{V \j}: the graph where a single node
j, the central node, is connected to all other nodes, and no other edges exist.
In the case that the central node is the first node, the graph state associated
with the star graph is the state 1√

2
(|0 + · · ·+⟩+ |1− · · ·−⟩). It follows that

the GHZ state is related to the star graph state by a Hadamard operation on
every node except the central node. Note that this operation is local Clifford.

The star graph is related to the complete graph Kn by a local comple-
mentation on the central node, and a subsequent local complementation on
any other node results in a star graph centred around that node. The com-
plete orbit of an n-node star graph thus consists of the complete graph and
the n star graphs with the n different central nodes. The complete orbit of
the 6-node star graphs is depicted in Fig. 3.5.
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Figure 3.5: The star graph is the n-node graph in which a specific node, the
central node, is connected to all other graphs, and all other graphs are only
connected to the central node. It is related to to the complete graph Kn by
a local complementation on the central node, so that its complete orbit is
given by all n different star graphs, and Kn, which functions as a ‘connection’.
The star graph represents the graph state 1√

2
(|0 + · · ·+⟩+ |1− · · ·−⟩) (where

the central node is the first qubit). As such, it is closely related to the GHZ
state 1√

2
(|00 . . . 0⟩+ |11 . . . 1⟩); the star- and complete graph are therefore

synonymous with the GHZ state.

For reasons that will become apparent in the next section and in chapter 4,
the n-qubit GHZ state is often taken synonymous with the star graph, and,
because it is part of the same orbit, with the complete graph Kn.

3.3 Local complementations and local Clifford
operations

When a local complementation τi is performed on a graph G, it is trans-
formed to a graph G′ = τi(G). The two associated graph states will be related
by a unitary operation Uτi :

|G′⟩ = Uτi |G⟩ . (3.18)

There exists a strong correlation between local Clifford operations on graph
states, and local complementations on the associated graphs. As shown in
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this section, the unitary operator Uτi is in fact local Clifford, and can be
determined by analysing the graph.

To do so and ease notation, it is useful to divide the neighbourhood Ni of
the node i into four parts w.r.t. another node j ∈ Ni:

• N \j
i = (Ni \ Nj) \ {j}, the set of nodes that share an edge with node i

but not with node j (except for node j itself).

• N \i
j = (Nj \ Ni) \ {i}, the set of nodes that share an edge with node j

but not with node i (except for node i itself).

• Ni||j = Ni ∩Nj , the set of nodes that share an edge with both i and j.

• A set with only the node {j}.

It follows that Ni is the combination of all four sets:

Ni = {j} ∪ N \j
i ∪N \i

j ∪Ni||j . (3.19)

This notation can be used to perform a change of generators {gj = XjZNj}
of the graph state |G⟩:

gj → g′j =




gjgi =

(
XjZNj

)
(XiZNi) = YiYjZ(

N\j
i

)Z(
N\i

j

)INi||j j ∈ Ni,

gj = XjZNj
j ̸∈ Ni,

(3.20)
where INi||j is written to emphasize that if j ∈ Ni, g′j does not have support
on any node that shares an edge with both i and j.

When the local Clifford operation Uτi =
√
X

†
i

√
ZNi

∈ LC is applied to the
graph state, its generators are transformed as (see (2.12)):

g′j → Uτig
′
jU

†
τi =




XiZjZ(

N\j
i

)Z(
N\i

j

) j ∈ Ni,

XjZNj
j ̸∈ Ni.

(3.21)

These are exactly the generators of the graph state |τi(G)⟩, i.e. the state
associated with the graph τi(G). It can be concluded that for any pair of
graphs G and G′ = τi(G), their associated graph states |G⟩ and |G′⟩ are
related by a local Clifford operation Uτi =

√
X

†
i

√
ZNi

:

|G′⟩ = |τi(G)⟩ = Uτi |G⟩ . (3.22)

Fig. 3.6 contains three examples. The graph states |L213⟩, |L123⟩ and
|L132⟩ are all related to |K3⟩ by a local Clifford operation Uτ1 , Uτ2 and Uτ3 ,
respectively. This can be understood by the fact that their associated graphs
are all related to K3 by a local complementation on those same nodes (note
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c.o.g. Uτ2

XZZ → Y Y I → XZI
ZXZ → ZXZ → ZXZ
ZZX → IY Y → IZX

Table 3.1: The generators of the graph state |K3⟩ from Fig. 3.6 are first
changed (labelled c.o.g.) towards another set, after which they are trans-
formed under the local Clifford unitary Uτ2 =

√
X

†
2

√
Z1

√
Z3. This results in

the generators of the graph state |L123⟩.

that these graphs all belong to the 3-node GHZ orbit). Tab. 3.1 shows how
the generators of |K3⟩ relate to those of |L123⟩ in more detail.

The relation in (3.22) gives a clear graphical rule for the effect of the local
Clifford Uτi on any graph state G. A (stronger) reverse statement is true as
well, which will be presented and discussed in chapter 4.

Finally, note that U2
τi = gi, reflecting the fact that a local complement-

ation is self-inverse. Moreover, the unitary operator implemented by a local
complementation is not unique: a rotation in the different direction for both
the Z and X axis works as well. As such, there are two equivalent options for
the local Clifford Uτi that represent the local complementation:

Uτi =

{√
X

†
i

√
Z(Ni),√

Xi

√
Z

†
(Ni).

(3.23)

The difference between these two operators is exactly the generator gi, which
acts as the identity I on the graph state because it is a stabilizer element.

1

2

3
K3

1

2

3
L213

1

2

3
L123

1

2

3
L132

Figure 3.6: The complete graph K3 is associated with the graph state
|K3⟩ = C1,2

Z C1,3
Z C2,3

Z |+++⟩. Following (3.13), the graph L123 represents the
state |L123⟩ = 1√

2
(|+0+⟩+ |−1−⟩). Since K3 and L123 are related by a local

complementation τ2, it holds that |K3⟩ = Uτ2 |L123⟩ =
√
X

†
1

√
Z2

√
Z3 |L123⟩.

Similarly, it holds that |K3⟩ = Uτ1 |L213⟩ and |K3⟩ = Uτ3 |L132⟩.
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3.4 Single-qubit Pauli measurements on graph
states

The action of single-qubit Pauli basis measurements on graph states can
be understood in terms of the underlying graph. Especially the result of a Z-
basis measurement is straightforward, but the Y - and X-basis measurements
can be understood in terms of the underlying graph as well. The Z-, Y - and
X-basis measurements are discussed in secs. 3.4.1 to 3.4.3, respectively.

3.4.1 Measurement of a single node in the Z basis
The measurement outcome of a measurement in the Z basis on node i is

straightforward: there is only one generator that does not commute with Zi,
namely the generator gi = XiZNi . Therefore, by (2.19), the measurement
outcome m = ±1 is uniformly random.

Because there is only one generator that anti-commutes with the measure-
ment operator Zi, it is straightforward to determine the post-measurement
state using the results presented in sec. 2.3.1. It follows that the resulting
post-measurement state is stabilized by the generators {gj}j ̸=i, and that the
generator gi is replaced by the observable (m)Zi, that now carries a phase.

In a networked setting, any qubit that has been measured is not useful
afterwards, so only the post-measurement state of the rest of the nodes is
important. The measured qubit can be removed from the generators using
the method from e.g. Tab. 2.2. Following the same analysis, the measurement
outcome is introduced as a phase for every generator that is associated with
a node in the neighbourhood of the measured node.

The generators of this (n− 1)-qubit post-measurement state are:

gj =

{
XjZNj j ̸∈ Ni,

(m)XjZNj
j ∈ Ni.

(3.24)

When the measurement outcome is m = +1, this is exactly the graph state
|G \ i⟩ of the graph G \ i, i.e. the graph with node i deleted (see (3.1)).

In the case that the measurement outcome is m = −1, the second set
of generators carry a non-trivial phase, so that the post-measurement state
is not a graph state. However, the local Clifford operation ZNi

removes this
non-trivial phase, so that the post-measurement state then becomes the graph
state |G \ i⟩ as well.

In conclusion, there are clear and straightforward graphical rules for the
effect of a Z-basis measurement on a graph state. The post-measurement state
is the graph state |G \ i⟩, i.e. the graph with the measured node removed, up
to a local Clifford correction ZNi

when the measurement outcome m equals
−1. Two examples are given in Fig. 3.7.
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Figure 3.7: The graph in the middle is the graph G = Gb from Fig. 3.2.
Measuring a node of a graph state in the Z-basis results in a graph state with
that node removed. Thus, measuring node 3 of G results in the three-qubit
graph state

∣∣G(Z3)

〉
. Similarly, measuring node 1 of G results in the three-qubit

graph state
∣∣G(Z1)

〉
. The choice of node for Z-basis measurements can greatly

influence the post-measurement state: the graph state
∣∣G(Z3)

〉
is the same

as |L412⟩, but for
∣∣G(Z1)

〉
, the second node 2 is completely disentangled from

nodes 4 and 3, that form a Bell pair. The actual post-measurement states may
not be exactly the depicted graph states, but can differ by a (measurement-
outcome-dependent) local Clifford rotation.

3.4.2 Measurement of a single node in the Y basis
A measurement in the Y basis on i follows from the analysis of the Z-

basis measurement; in particular, graphical rules can be obtained as well.
There is always at least one generator that anti-commutes with Yi (namely
gi = XiZNi

), so by (2.19) the measurement outcome m = ±1 is uniformly
random.

The post-measurement state for either outcome can additionally be de-
termined. Using the relations |+i⟩ =

√
X

† |0⟩ and |−i⟩ =
√
X

† |1⟩, a Y -basis
measurement can be seen as a Z-basis measurement preceded by the Clifford
operator

√
X. This insight can be used to determine the post-measurement

state for the outcome m = +1:

|+i⟩⟨+i|i |G⟩ =
√
X

†
i |0⟩⟨0|i

√
Xi |G⟩

=
√
X

†
i |0⟩⟨0|i

√
Xi

√
Z

†
Ni

√
ZNi︸ ︷︷ ︸

I

|G⟩

=
√
ZNi

√
X

†
i |0⟩⟨0|i

√
Xi

√
Z

†
Ni︸ ︷︷ ︸

Uτi

|G⟩

=
√
ZNi

√
X

†
i |0⟩⟨0|i |τi(G)⟩ .

(3.25)

The analysis for the m = −1 outcome follows similarly.
Hence, up to a local Clifford rotation

√
ZNi

, a measurement of a node i
on a graph state |G⟩ in the Y -basis acts the same as a Z-basis measurement
of the same node on the graph state |τi(G)⟩.
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A Z-basis measurement involves deleting the node, so that the post-
measurement state is |τi(G) \ i⟩, up to a local Clifford operation. For two
examples, see Fig. 3.8.

This local Clifford operation consists of ZNi
when the measurement out-

come is −1, followed by the correction
√
ZNi

regardless of the measurement
outcome. Note that these two operators commute, so they can be applied in
either order.

In conclusion, a measurement of Yi on an n-qubit graph state |G⟩ results
in the (n − 1)-qubit graph state |τi(G) \ i⟩. However, note that the post
measurement state for neither the +1 nor −1 outcome is this exact graph
state, but merely a stabilizer state related by a local Clifford operation to the
one given in the analysis.

1

2

34
1

2

34
1

2

34

2

34
1

2

4

1 3

Y3Y1 Z3Z1
G

G(Y1) G(Y3)

Figure 3.8: Similarly to Z-basis measurements, the effect of Y -basis measure-
ments on graph states can be analysed using graphical methods. Measuring
a node of a graph state in the Y basis can be interpreted as performing a
Z-basis measurement on the same node, preceded by a local complementation
on that node. Thus, measuring node 1 of G in the Y basis results in the three-
qubit graph state

∣∣G(Y1)

〉
, which can be obtained by first applying a local

complementation τ1 and subsequently removing node 1: G(Y1) = τ1(G) \ 1.
Similarly, measuring node 3 of G in the Y basis results in the three-qubit
graph state

∣∣G(Y3)

〉
= |τ3(G) \ 3⟩. As with Z-basis measurements, the choice

of node for Y -basis measurements can greatly influence the post-measurement
state, resulting in very different states that may be entangled or not. Note
that all the post-measurement states are only the depicted graph states up to
a (measurement-outcome-dependent) local Clifford rotation.

3.4.3 Measurement of a single node in the X basis
Similarly to a measurement in the Y basis, graphical rules for a measure-

ment in the X basis on a node i follows from a Z-basis measurement. There
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is always at least one generator that anti-commutes with Xi (namely any
generator associated with a node in Ni), so that by (2.19) the measurement
outcome m = ±1 is uniformly random. Again, the post-measurement state
for either outcome can be determined. Similar to the Y basis, the identities
|+⟩ =̂

√
Z

†√
X

† |0⟩ and |−⟩ =̂
√
Z

†√
X

† |1⟩ can be used3. This allows the X-
basis measurement to be represented by a Z-basis measurement, preceded by
a rotation by the local Clifford operator

√
X
√
Z.

The rotation operator
√
Z

†√
X

†
is somewhat more involved than for the Y -

basis case, and cannot be realised by a single local complementation. However,
a local complementation on any node in the neighbourhood Ni of i can induce
a
√
Z rotation on node i, and a local complementation τi on node i itself can

induce a
√
X rotation on node i; combining these two can realise the necessary

rotation.
To this effect, let k ∈ Ni be a random neighbour of i. A local comple-

mentation on k, followed by a local complementation on i gives the state:

|τi(τk(G))⟩ = UτiUτk |G⟩

= Uτi
√
X

†
k

√
ZNk

|G⟩

= Uτi
√
X

†
k

√
Z(Nk\{i})

√
Zi |G⟩

=
√
Xi

√
Z

†
Ni

√
X

†
k

√
Z(Nk\{i})

√
Zi |G⟩

=
√
Z

†
Ni

√
X

†
k

√
Z(Nk\{i})

√
Xi

√
Zi |G⟩

= A
√
Xi

√
Zi |G⟩ ,

(3.26)

where A =
√
Z

†
Ni

√
X

†
k

√
Z(Nk\{i}) is a local Clifford operation.

For the measurement outcome m = +1, a measurement in the X basis
then results in the post-measurement state:

|+⟩⟨+|i |G⟩ =
√
Z

†
i

√
X

†
i |0⟩⟨0|i

√
Xi

√
Zi |G⟩︸ ︷︷ ︸

A†|τi(τk(G))⟩

= A†√Z†
i

√
X

†
i |0⟩⟨0|i |τi(τk(G))⟩ .

(3.27)

The post-measurement state of the m = −1 outcome follows similarly.
To ease notation, let G′ = τi(τk(G)) \ i be the graph obtained after the

two local complementations and the node deletion. When the measured node
is removed, the post-measurement state is A† |G′⟩ or A†ZNi |G′⟩, for the +1
and −1 outcome, respectively.

Although this gives a closed form for the post-measurement state of either
measurement outcome, some extra insights can be instructive. Node i was

3Note that these identities are only true up to an irrelevant phase, which will cancel out
for the measurement operators |+⟩⟨+| and |−⟩⟨−| (see (3.27)).
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removed, so it can be dropped from A†, resulting in A† =
√
Z

†
Nk

√
Xk

√
ZNi

=

Uτk
√
ZNi

(i.e. node i is now understood to be removed from Nk).
Moreover, the identity

√
X
√
Z
√
X

†
= i

√
Y

†
implies that:

Uτk
√
ZNi = i

√
Z(Ni\{k})

√
Y

†
kUτk . (3.28)

This can be used to interpret part of A† as another local complementation.
Specifically for the +1 measurement outcome, this results in (up to a irrelevant
phase):

A† |G′⟩ = Uτk
√
ZNi

|G′⟩

=
√
Z(Ni\{k})

√
Y

†
kUτk |G′⟩

=
√
Z(Ni\{k})

√
Y

†
k |τk(G′)⟩ .

(3.29)

The −1 outcome can be addressed similarly. The identity
√
X
√
Z

†√
X

†
=

i
√
Y implies:

Uτk
√
Z

†
Ni

= i
√
Z

†
(Ni\{k})

√
Y kUτk , (3.30)

which can be used to show that for the m = −1 outcome, the post-
measurement state is

√
Z

†
(Ni\{k})

√
Y k |τk(G′)⟩ (up to an irrelevant phase).

Eqs. (3.29) and (3.30) show that performing another local complement-
ation on the (randomly chosen but fixed) node k after the removal of the
measured node i results in a graph state that is in essence ‘closer’ to the true
post-measurement state: the local Clifford correction consists of fewer non-
trivial operations. For this reason, the last local complementation is often
included in the analysis of an X-basis measurement.

In conclusion, an X-basis measurement on node i of a graph G results in
a post-measurement state that is, up to a (measurement-outcome dependent)
local Clifford rotation the following graph state:

|τk(τi(τk(G)) \ i)⟩ , (3.31)

where k is a random node from the neighbourhood Ni of node i. The
measurement-outcome dependent local Clifford operation can be retrieved
from (3.29) and (3.30). Finally, note that an X-basis measurement can also
be understood as a local complementation on the node k, followed by a Y -
basis measurement. See Fig. 3.9 for an example of an X-basis measurement,
but note that there is some ambiguity in choosing the node k.

Freedom in choosing k
The choice of the node k from the neighbourhood Ni is arbitrary, but

different choices may result in different graphs. As an example, the graph
G from Fig. 3.8 has N4 = {1, 3}. Fig. 3.9 shows the post measurement
states resulting from an X-basis measurement on node 4 for this graph for
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both k = 1 and k = 3 as the random choice of node in the neighbourhood.
The resulting graph states are not the same. However, the bottom row of
Fig. 3.9 shows that the graphs are related by two local complementations.
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Figure 3.9: The effect of an X-basis measurement on a graph state. An X-
basis measurement of a node i on a graph state |G⟩ results in the graph state
|τk(τi(τk(G)) \ i)⟩, where k is a random neighbour of i. The choice of neighbour
k is not trivial, as the example shows. Choosing node 1 or node 3 as the random
neighbour for an X-basis measurement of node 4 results in two different post-
measurement graphs. Nevertheless, these two graphs are locally equivalent, a
fact which will be true for any choice of X-basis measurement on any graph
state.

This is exemplary of a more general fact. Eq. (3.27) and the analysis dir-
ectly after it determines that the post-measurement state is A†

k |τi(τk(G)) \ i⟩,
for any choice of neighbour k (the correction operator A = Ak now carries a
subscript k to emphasize that it is dependent on the choice of k). Equating
the post measurement states for two different k and k′ results in:

A†
k |τi(τk(G)) \ i⟩ =A

†
k′ |τi(τk′(G)) \ i⟩

→ |τi(τk(G)) \ i⟩ = AkA
†
k′ |τi(τk′(G)) \ i⟩

(3.32)

Both A†
k′ and Ak are local Clifford, so their product is as well, which means

that the graph states |τi(τk(G)) \ i⟩ and |τi(τk′(G)) \ i⟩ are related by a local
Clifford operation.

Fig. 3.9 shows that for the two particular post-measurement states that
it contains, their associated graphs are locally equivalent (i.e. they are in
each others orbit). However, this does not follow immediately for the general
case. Is it guaranteed that the two graphs τi(τk(G)) \ i and τi(τk′(G)) \ i
are locally equivalent because their associated graph states |τi(τk(G)) \ i⟩ and
|τi(τk′(G)) \ i⟩ are related by a local Clifford operation? This is an important
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question that is addressed in chapter 4, and is the reverse statement that was
hinted at earlier.

3.5 Conclusion and further reading
As was explained in sec. 2.4, the entanglement properties of stabilizer

states can be analysed by their reduced states. Some properties of the mar-
ginals of graph states can be inspected from their associated graph alone,
so that e.g. the entanglement entropy (see Def. 6) of a graph state can be
computed by inspecting the graph. These marginals and their properties are
addressed in more detail in chapter 6, where they are used to study multi-
partite entanglement.

Like with the stabilizer formalism (see sec. 2.5), there exist extensions of
the theory of graph states so that a larger set of states can be represented.
The most well known such extension defines states in terms of hyper graphs,
where an edge is not necessarily a pair (v, w), but can be a hyper edge, i.e. any
subset of V . The associated hyper graph state [100] is then defined in a similar
manner to the standard graph state, where the CZ gate in its definition is
extended to the generalized multi-controlled version C⊗n

Z . In this n-qubit
gate, a Z gate is applied to the last qubit if and only if the state of all other
qubits is |1⟩. However, this generalized CZ gate is generally not Clifford, so a
hyper-graph state usually fails to be a stabilizer state.

Another well-known extension is formed by the weighted graph states [3,
101, 102], represented by graphs whose edges carry weights, i.e. any real num-
ber ϕ ∈ [ 0, 2π) . For such weighted graph states, the CZ gate is replaced
by a controlled phase gate diag(1, 1, 1, eiϕ). Such a gate is Clifford only for
ϕ ∈ {0, π}, so it follows that most weighted graph states are not stabilizer
states.

Graph states play an important role in the theory of quantum communic-
ation and networks. In these networked settings, the only operations that are
freely available are the local operations, e.g. a local unitary, or a single-qubit
measurement. Multi-partite entanglement, the topic of part II, is therefore
characterized by local operations. Chapter 4 makes various of their concepts
and notions more precise, and discusses the equivalence of stabilizer states
under these local operations.
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LOCAL OPERATIONS ON

STABILIZER STATES

All separable states are alike;
each entanglement class is
entangled in its own way.

Leo Tolstoy, Anna Karenina
(paraphrased)

Graph states are ubiquitous in quantum networking settings, and play an
important role in many communication protocols. In these networked settings,
it is usually assumed that every node has one qubit, and that all n qubits are
together in some (entangled) state. Operations that involve multiple qubits
at the same time (e.g. a CZ or CX gate) are generally hard to implement in a
network, because they involve the communication of quantum signals (e.g. the
qubits have to be ‘brought together’ to implement a CZ gate).

At the same time, operations on single qubits, like local unitary operators
and single-qubit measurements, are much easier to implement. Although they
cannot create entanglement, these local operations can have a non-trivial effect
on the total quantum state of the network, so that two ostensibly different
stabilizer states can be locally equivalent.

Part II studies the local equivalence of pure, multi-partite entangled states,
i.e. the equivalence of a multi-qubit state |ψ2⟩ and another multi-qubit state
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|ψ1⟩ under single-qubit operations. In this and the following chapters, |ψ1⟩
will be referred to as the resource state, and |ψ2⟩ will be referred to as the
target state, especially when measurements are considered. As is customary
in quantum communication, only stabilizer and graph states are considered.

Part II consists of chapters 4 to 6; chapter 4, this chapter, introduces the
relevant concepts and results from literature. Chapters 5 and 6 present the
contents of Pubs. [F] and [G], respectively, and will be introduced in the
conclusion of this chapter.

In principle, the term ‘locally equivalent’ indicates the case where the
states |ψ1⟩ and |ψ2⟩ have an equal number of qubits, so that no measurements
are involved. In such a setting the operations can usually be inverted, so
that |ψ1⟩ can be obtained from |ψ2⟩, indicating a proper equivalence relation
between the states. This raises an important question: given two different
states, can it be determined if they are locally equivalent or not, and if so,
by what operations? Moreover, given a specific state, what is the set of other
states that are ‘reachable’ by local operations?

The more general case, involving measurements, is not necessarily invert-
ible. Here, the number of qubits of |ψ2⟩ is potentially lower than the number
of qubits of |ψ1⟩, so that reconstructing the state |ψ1⟩ from the state |ψ2⟩ is
impossible without providing new qubits and, potentially, multi-qubit gates.
Consider e.g. Tab. 2.2, where one qubit of a Bell state is measured in the X
basis. The post-measurement state is separable, so it can not be locally equi-
valent to the original Bell state. It follows that by including measurements,
an equivalence relation is not obtained. Although the setting is nevertheless
important from an operational point of view, it is less well understood, and
many of the relevant questions are harder to answer.

Chapter 4 introduces various important results that intricately come to-
gether to determine many aspects of local equivalence of stabilizer states, both
in the setting without, and with measurements. More specifically, in sec. 4.1
the setting of local equivalence is made more precise, and the Local Operations
and Classical Communication (LOCC ) paradigm and other related paradigms
are introduced. Additionally, the section introduces the first important result,
which shows that for the local equivalence of stabilizer states of equal size, one
can focus solely on local unitary operations, instead of a much more broader
class of operations.

A second important result is presented in sec. 4.2, which shows that every
stabilizer state is locally equivalent to at least one graph state. This means
that in the study of local equivalence of stabilizer states, one needs to consider
graph states only.

Section 4.3 presents various sets of graph states that are grouped under
different notions of equivalence, which are useful to discuss local equivalence
more precisely.

The equivalence of graph states of equal size is discussed in sec. 4.4. More
specifically, a third important result is presented in sec. 4.4.1, which shows an
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intricate interplay between the equivalence of graph states under local Clifford
operations, and local (complementation) equivalence of the associated graphs.
The same section additionally presents the fourth important result, which is
an efficient method to determine if two graph states are equivalent under local
Clifford operations. The difference between the equivalence of graph states
under local Clifford and local unitary operations is then discussed in sec. 4.4.2.

The setting where measurements are included is discussed in sec. 4.5.
Finally, the chapter is concluded in sec. 4.6, where additionally the other
chapters of part II are introduced.

The reader familiar with the theory of local equivalence of graph states may
feel free to skip this chapter, although there doesn’t exist standard notation
for some of the concepts introduced in sec. 4.3; some details presented in
that section regarding the number of LU-orbits per entanglement class are
not found in literature either. Additionally, the results from Tab. 4.1 are
calculated by me, and (technically) use the results of Pub. [G] where it is
shown that the number of LC-classes and entanglement classes (see sec. 4.3)
is equal for nine qubits.

4.1 Local operations and the LOCC paradigm
When two quantum systems A and B are entangled, the system of A

cannot be specified without including B as well, and vice versa. As sec. 1.5
explained, this implies that measurements on one system can collapse the state
of the system. Consider the Bell pair |B00⟩, and an X-basis measurement on
the first qubit (see Tab. 2.2). If the outcome m1 of the measurement is 0 or
1, the second qubit has collapsed to |+⟩ or |−⟩, respectively.

However, if B does not learn the measurement outcome, the state ρ2 for
the second qubit is a statistical mixture between these two collapsed states:

ρ2 = Pr(m1 = 0) |+⟩⟨+|+ Pr(m1 = 1) |−⟩⟨−| = I
2
, (4.1)

where the last equality follows because the two outcomes are equally likely.
System B has statistical ambiguity regarding the state of the qubit, which
can only be removed by learning the measurement outcome. Because the
outcome itself is classical, it can be communicated by classical communica-
tion. This shows that it is important to include classical communication when
considering local operations.

The inclusion of classical communication in the set of allowed operations
is made rigorous by the paradigm called local operations and classical com-
munication, often abbreviated as LOCC [35, 36]. A complete introduction
is beyond the scope of this thesis, but an LOCC operation is essentially a
general quantum channel (see (1.30)), where the map Λ can be written in a
certain separable form. For the purpose of this thesis, it is not important to
specify LOCC operations further.
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Technically, the LOCC paradigm only permits deterministic transforma-
tions. The generalisation where probabilistic transformations are allowed is
known as stochastic LOCC or SLOCC. The study of bi-partite entanglement,
and if one state can be transformed to another, is largely covered by the
SLOCC paradigm [35, 36]. One of the main results in entanglement theory
was proven by Nielsen in [103], which states that a bi-partite (entangled) state
|ψ1⟩ can be transformed to another bi-partite state |ψ2⟩ by SLOCC operations
if and only if the Schmidt coefficients (see Def. 5) of |ψ2⟩ are majorized [36]
by those of |ψ1⟩.

Other paradigms of local operations have been studied as well. In network-
ing scenarios, it might not always be possible or practical to perform classical
communication, especially with current levels of quantum hardware1. For
that reason, it has been considered to reduce the set of allowed operations
to so-called local operations and shared randomness or LOSR [104]. In this
paradigm the nodes in the network are not able to classically communicate,
but they do have access to shared randomness, which they can use to take
decisions regarding the transformation. Although not widely studied or well
understood, recently some no-go results have been shown regarding LOSR. In
particular, it is not possible to prepare graph states using only Bell pairs in
an LOSR setting [53, 54], which was shown using inflation techniques [105].

Reducing the set of allowed operations even further, the paradigm of LO
(for local operations) permits only local operations, without any coordina-
tion made possible by communication or shared randomness. In the study
of (multi-partite entanglement) equivalence, this is often restricted further
to include only local unitary operations, which results in the notion of LU -
equivalence.

Definition 18. Let |ψ1⟩ and |ψ2⟩ be two n-qubit quantum states. |ψ1⟩ and
|ψ2⟩ are LU-equivalent if there exists a local unitary operation U ∈ LU

n such
that:

|ψ2⟩ = U |ψ1⟩ . (4.2)

Because U† ∈ LU
n if and only if U ∈ LU

n , and UV ∈ LU
n for any U, V ∈ LU

n ,
an equivalence relation is implied.

The first important result that was mentioned in the introduction is re-
garding the equivalence of graph states under SLOCC or under local unitary
operators. It holds, perhaps surprisingly, that multi-partite entangled graph
states are SLOCC equivalent if and only if they are LU-equivalent. This
was shown in [106], using results from [107], and follows from the fact that
all single-qubit marginal states of (connected) graph states are maximally
mixed. It follows that it suffices to consider just local unitary operations
when investigating the equivalence of graph states.

1The quantum states could e.g. have decohered before the classical communication ar-
rives.
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Finally, instead of considering all local unitary operations, one can in fact
restrict to only local Clifford operations.

Definition 19. Let |ψ1⟩ and |ψ2⟩ be two n-qubit quantum states. |ψ1⟩ and
|ψ2⟩ are LC-equivalent if there exist a local Clifford operation C ∈ LC

n such
that:

|ψ2⟩ = C |ψ1⟩ . (4.3)

Because C† ∈ LC
n if and only if C ∈ LC

n, and CD ∈ LC
n for any C,D ∈ LC

n, an
equivalence relation is implied.

The restriction to local Clifford operations might seem arbitrary at first.
However, various methods and results concern LC-equivalence, some of which
are presented in sec. 4.2 and sec. 4.4.1. The relation between LU-equivalence
and LC-equivalence is discussed in sec. 4.4.2.

4.2 Reduction to graph states
The second important result regarding the equivalence of stabilizer and

graph states, is that every stabilizer state is LC-equivalent to at least one
graph state. This was shown in [108] by making extensive use of the binary
representation (see [93] or sec. 2.5). In this representation, Pauli operators are
mapped to elements of F2n

2 , so that a stabilizer S becomes an n-dimensional
symplectic subspace spanned by the binary representations of its generators.
Symplectic means that any element x ∈ F2n

2 of this subspace is self-orthogonal
under a symplectic inner product :

xTPx = 0, (4.4)

where P =

[
0 I
I 0

]
.

The Z- and X-supports are encoded into the first and last n bits of the
vector, respectively, so that the stabilizer of an arbitrary stabilizer state is
then represented by its generator matrix S:

S =

[
Z
X

]
, (4.5)

where Z and X are matrices that encode the Z- and X-support of the generat-
ors of the stabilizer, so that S is full rank for the stabilizer of a stabilizer state.
The stabilizer S is then represented by the symplectic subspace spanned by
the columns of the generator matrix S, so it becomes somewhat independent
of the specific basis. A change of basis for this subspace doesn’t change the
stabilizer, but represents a different set of generators for S. Such a change
of basis can be understood as an invertible matrix R ∈ Fn×n2 , so that two
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generator matrices S and S′ = SR represent the same stabilizer and thus
stabilizer state.

Due to the special structure of the generators of a graph state |G⟩, its
stabilizer S |G⟩ has a generator matrix S|G⟩:

S|G⟩ =

[
Γ
I

]
, (4.6)

where Γ is the adjacency matrix of the graph G.
A local Clifford operation on a stabilizer state is represented by an invert-

ible matrix Q ∈ F2n×2n
2 that is in block diagonal form:

Q =

[
A B
C D

]
, (4.7)

i.e. A, B, C and D are all diagonal matrices. Additionally, Q must preserve
the symplectic structure of the subspace of the generator matrix [109], which
means that:

QPQ−1 = P. (4.8)

It follows that a stabilizer state |ψ⟩ with generator matrix S is local Clifford
equivalent to a graph state |G⟩ with generator matrix SG, if and only if there
exist invertible matrices Q (in the form of (4.7) and (4.8)) and R ∈ Fn×n2 so
that

SG = QSR. (4.9)

Careful inspection of the properties of the matrix S reveals that such Q and
R always exist [108].

For a given stabilizer state |ψ⟩, the graph state |G⟩ to which it is local
Clifford equivalent is not unique. Indeed, consider the graph G′ that is ob-
tained by a series of local complementations on G. Following sec. 3.3, the
graph states |G⟩ and |G′⟩ are LC-equivalent, from which it follows that if |ψ⟩
is LC-equivalent to |G⟩, it is LC-equivalent to |G′⟩ as well.

4.3 Orbits and entanglement classes
Considering the discussion of secs. 4.1 and 4.2, it can be very helpful

to group together all graph states that are equivalent under a suitable set
of operations. Following the discussion in sec. 4.1, the most general set for
(connected) graph states of equal size is the set of local unitary operations.
The set of all graph states |G′⟩ that are LU-equivalent to a graph state |G⟩
forms its LU-orbit OLU(|G⟩).
Definition 20. Let |G⟩ be a graph state. The set of all graph states |G′⟩ that
are LU-equivalent to |G⟩ is called the LU-orbit OLU(|G⟩) of |G⟩:

OLU(|G⟩) = {|G′⟩ | |G′⟩ is a graph state,∃U ∈ LU
n s.t. |G′⟩ = U |G⟩}. (4.10)
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Any element |G′⟩ ∈ OLU(|G⟩) is called a representative of the LU-orbit.

Beyond LU-equivalence, it is also useful to restrict the set of allowed op-
erations to only local Clifford operations, resulting in the LC-orbit OLC(|G⟩).
Definition 21. Let |G⟩ be a graph state. The set of all graph states |G′⟩ that
are LC-equivalent to |G⟩ is called the LC-orbit OLC(|G⟩) of |G⟩:

OLC(|G⟩) = {|G′⟩ | |G′⟩ is a graph state,∃C ∈ LC
n s.t. |G′⟩ = C |G⟩}. (4.11)

Any element |G′⟩ ∈ OLC(|G⟩) is called a representative of the LC-orbit.

There exists a very strong relation between the LC-orbit OLC(|G⟩) of a
graph state |G⟩ and the (local-complementation) orbit O(G) of the associated
graph G (see sec. 3.1.1)2. This relation is discussed in sec. 4.4.1.

Entanglement classes
Historically, two graph states that are the same up to a permutation of

their qubits were considered to have identical entanglement. More specifically,
usually unlabelled graphs were considered, so that the nodes of the graph have
no ordering, and there is no notion of permutation. To make the distinction
with labelled graphs more precise, it is easier to still assume labelled graphs,
but consider permutations of the nodes of a graph to result in ‘equivalent’
graphs. More specifically, let Vn be the permutation group of n elements,
and let σ ∈ Vn be any permutation. The notation σ(G) then indicates the
(labelled) graph that results from permuting the nodes of the graph G with
σ. The resulting graph G′ = σ(G) is called a permutation of G. For a given
graph state |G⟩, the set of all graph states |G′⟩ that are LU-equivalent to |G⟩,
or where there exist a permutation σ ∈ Vn such that |G′⟩ = |σ(G)⟩, or both
at the same time, is then called the entanglement class EC(|G⟩) of |G⟩.
Definition 22. Let |G⟩ be a graph state and let OLU(|G⟩) be its LU-orbit.
The entanglement class EC(|G⟩) of |G⟩ is the set of all graph states |G′⟩, for
which there exists a permutation σ ∈ Vn such that |σ(G′)⟩ is in OLU(|G⟩):

EC(|G⟩) = {|G′⟩ |∃σ ∈ Vn : |σ(G′)⟩ ∈ OLU(|G⟩)}. (4.12)

Any element |G′⟩ ∈ EC(|G⟩) is called a representative of the entanglement
class.

Because LC
n ⊂ LU

n , the following inclusion relation follows:

OLC(|G⟩) ⊆ OLU(|G⟩) ⊆ EC(|G⟩). (4.13)
2Note that, to ease the distinction, the parameter of an LU- or LC-orbit will always be

a graph state |G⟩. Thus, it will always be written as OLU(|G⟩) or OLC(|G⟩), but never
written as OLU(G) or OLC(G). The local complementation orbit of a graph G is then
written O(G).



4.3 Orbits and entanglement classes Page 66

Any entanglement class EC(|G⟩) can be ‘built’ as the aggregate of all the
different LU-orbits that are associated with it; these are exactly the LU-
orbit OLU(|G⟩), and all its permutations. This means that multiple, distinct
LU-orbits are associated with every entanglement class, but every unique
permutation of a graph does not necessarily create a new LU-orbit associated
with the entanglement class. Indeed, usually there are permutations of a graph
that leave it invariant. Moreover, there can be multiple permutations σ of a
graph G so that the resulting graph σ(G) is not identical to G, but its graph
state |σ(G)⟩ is LU-equivalent to |G⟩. It follows that not every permutation
σ ∈ Vn necessarily gives its own distinct LU-orbit, so that the total number of
distinct LU-orbits associated with an entanglement class is generally smaller
than the total number of permutations, |Vn| = n!.

An instructive example is given by the entanglement class EC(|L1234⟩) of
the four-qubit linear cluster state |L1234⟩, shown in Fig. 4.1. The LU-orbit
OLU(|L1234⟩) of |L1234⟩ consists of 11 elements, which are shown in the first
row of Fig. 4.1. The states |L1234⟩, |L2134⟩, |L2143⟩ and |L1342⟩ (highlighted
in yellow), are all elements of OLU(|L1234⟩) that follow from permutations of
L1234.
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Figure 4.1: The entire entanglement class EC(|L1234⟩) of the state |L4⟩ =
|L1234⟩. It consists of three different LU-orbits, that are each shown in a
separate row. For each row, the permutations of the first graph that remain in
the same LU-orbit are highlighted. The top row is OLU(|L1234⟩), the LU-orbit
of |L1234⟩, the middle row is the LU-orbit OLU(|L1432⟩), and the bottom row
is the LU-orbit OLU(|L1324⟩).

The number of LU-orbits associated with an entanglement class can be
determined by inspection of the permutations. Let D be the set of all per-
mutations of G so that the associated graph state falls into the LU-orbit of
|G⟩:

D = {σ ∈ Vn| |σ(G)⟩ ∈ OLU(|G⟩)}. (4.14)

This set forms a subgroup of the permutation group Vn, and all of the different
LU-orbits associated with the entanglement class of |G⟩ are represented by
the different cosets of this subgroup. It follows from Lagrange’s theorem that
the number of LU-orbits per entanglement class is n!

|D| .
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For the nodes of |L1234⟩ in Fig. 4.1, there are 4! = 24 permutations in
total. As noted before, the four permutations that give L1234, L2134, L2143

and L1342, as well as their reversals, are all part of the set D, for a total of
eight elements. It follows that there are 24

8 = 3 distinct LU-orbits associated
with the entanglement class EC(|L1234⟩). The other two LU-orbits, shown
in Fig. 4.1 as the other two rows, can be interpreted as OLU(|L1432⟩) and
OLU(|L1324⟩), so that:

EC(|L1234⟩) = OLU(|L1234⟩) ∪ OLU(|L1432⟩) ∪ OLU(|L1324⟩). (4.15)

Note that the LU-orbit OLU(|L1234⟩), i.e. the first row of Fig. 4.1, consists ex-
actly of the graphs in the local complementation orbit of L1234 (see Fig. 3.3).
This is no coincidence but exemplary of a broader fact that will be discussed
in sec. 4.4.1.

Another instructive example of an entanglement class is given by the GHZ
state (see Def. 17). From Fig. 3.5 it is straightforward to see that any
permutation of the star graph either results in the same star graph, or in a
star graph with another central node. The other star graphs are related to the
original star graph by local complementations, so the associated graph states
are LC-equivalent (see sec. 3.3). It follows that the LU-orbit and entanglement
class of the GHZ state are identical, OLU(|GHZn⟩ ) = EC(|GHZ⟩).

The total number of LU-orbits and entanglement classes grows quickly
with the number of qubits. Similarly, the size (i.e. the number of elements)
of a single LU-orbit or entanglement class generally grows quickly with the
number of qubits. Tab. 4.1 details the number, and average and maximum
sizes of all LU-orbits and entanglement classes up to nine qubits. Note that
the number of LU-orbits times its average size is equal to the number of
entanglement classes times its average size, and is exactly the total number
of connected (labelled) graphs of a given size3.

Finally, it is useful to extend LC-orbits to additionally include permuta-
tions, similar to how LU-orbits and entanglement classes are related. This
results in an LC-class4.

Definition 23. Let |G⟩ be a graph state and let OLC(|G⟩) be its LC-orbit.
The LC-class ELC

C (|G⟩) of |G⟩ is the set of all graph states |G′⟩, for which
there exists a permutation σ ∈ Vn such that |σ(G′)⟩ is in OLC(|G⟩):

ELC
C (|G⟩) = {|G′⟩ |∃σ ∈ Vn : |σ(G′)⟩ ∈ OLC(|G⟩)}. (4.16)

Any element of |G′⟩ ∈ ELC
C (|G⟩) is called a representative of the LC-class.

Similarly to (4.13), it holds that:

OLC(|G⟩) ⊆ ELC
C (|G⟩) ⊆ EC(|G⟩). (4.17)

3The number of connected labelled graphs of size n can be retrieved on the OEIS, the
online encyclopedia of integer sequences, specifically sequence nr. A001187 [110].

4This is not a term found in literature. Sometimes in literature it is called non-
isomorphic LC-orbit, but I find this vague and ambiguous.
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n 3 4 5 6 7 8 9

# 1 4 27 312 6103 214722 14639499

aver. 4.0 9.5 27.0 85.6 305.8 1171.5 4528.6

max. 4 11 132 372 1096 3248 9432

# 1 2 4 11 26 101 440

aver. 4.0 19.0 182.0 2427.6 71779.1 2490580.1 150673388.8

max 4 33 450 7920 378720 30280320 3206407680

Table 4.1: The number, and average- and maximum sizes of all LU-orbits
OLU(|G⟩) (middle rows) and entanglement classes EC(|G⟩) (bottom rows) for
size 3 ⩽ n ⩽ 9. There are many more LU-orbits than entanglement classes,
because with every entanglement class there are O(n!) different LU-orbits as-
sociated: permutations of graphs that are not associated with the LU-orbit,
can create a new LU-orbit associated with the entanglement class.

4.4 Local equivalence of graph states
This section addresses the local equivalence of graph states, for which it

suffices to consider only local unitary operations, following the discussion in
sec. 4.1. More specifically, this section aims to provide tools to determine
if, for two graph states |ψ⟩G and |ψ⟩H , it holds that |ψ⟩G ∈ OLU(|ψ⟩H).
However, it is useful to first consider only local Clifford operations, which is
done in sec. 4.4.1. In sec. 4.4.2, the extension to local unitary equivalence is
made, and the difference between the LC-orbit OLC(|G⟩) and the LU-orbit
OLC(|G⟩) of a graph state |G⟩ is discussed.

4.4.1 Local Clifford equivalence of graph states
In sec. 3.3 it was shown that the graph states |G⟩ and |τi(G)⟩ are related

by a local Clifford operation, for a local complementation τi on any node i.
Because the local Clifford operators form a group, it follows that any graph
H ∼ G (i.e. H ∈ O(G), see sec. 3.1), gives a graph state |H⟩ that is LC-
equivalent to |G⟩. In other words, it holds that:

H ∈ O(G) ⇒ |H⟩ ∈ OLC(|G⟩), (4.18)

i.e. any graph in the orbit of G gives a graph state that is LC-equivalent to
|G⟩.

The third important result that was mentioned in the introduction is that
the reverse of (4.18) is true as well, which was proven in [108]. If a graph
state |H⟩ is LC-equivalent to a graph state |G⟩, then it holds that H ∼ G,
i.e. they are related by a series of local complementations. So, it holds that
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the LC-orbit of a graph state |G⟩ and the set of graph states associated with
the orbit of G are the same:

OLC(|G⟩) = {|H⟩ |H ∈ O(G)} . (4.19)

Determining if two graph states are LC-equivalent is therefore equivalent to
determining if the two associated graphs are in the same orbit.

To do so, it can be helpful to use the binary representation of the sta-
bilizers of the two graph states. Specifically, let the two stabilizers have
generator matrices SG and SH , respectively. If the two graph states are LC-
equivalent, there exists an invertible matrix Q of the form (4.7) so that SG
and QSH represent the same stabilizer. The stabilizer is represented by the
(self-orthogonal) subspace spanned by the columns of the generator matrix,
so it follows that SG and QSH represent the same stabilizer if and only if it
holds that:

STGPQSH = 0, (4.20)

for some Q in the form of (4.7) that is additionally subject to the condition
of (4.8). Compare this with (4.9): although that equation gives a closed form
for the graph state that is local equivalent to the state |ψ⟩ with generator
matrix S, (4.20) is easier to use as a test for equivalence, because the change-
of-generators matrix R does not have to be specified.

If ΓG and ΓH are the adjacency matrices of G and H, respectively, (4.20)
reduces to (using (4.6) and (4.7)):

ΓGBΓH ⊕DΓH ⊕ ΓGA⊕ C = 0, (4.21)

where ‘⊕’ indicates entry-wise addition over F2. This results in a set of linear
equations of 4n variables, which can be solved by Gaussian elimination in
O(n4) steps. Any element of the set of solution of this system, which is
essentially the kernel of (4.21), additionally needs to be subject to (4.8) to
be a true solution. That is, every element in the set of solutions needs to be
checked against this condition. Note that this set forms a subspace of some
dimension d ⩽ 4n, so that there are 2d elements to check. This means that, in
the worst case, the condition would have to be checked against an exponential
number of elements.

The fourth important result mentioned in the introduction is that the set
of solutions for which (4.8) needs to be checked, can be reduced to a smaller set
that is polynomial in size. Specifically, let {bi}di=1 be a basis of the subspace
of solutions to (4.21), and suppose it has more than four elements5. Then
it suffices to check (4.8) only for the elements {bi ⊕ bj}i̸=j of the subspace,
i.e. the sums of pairs of distinct basis elements. This gives O(d2) elements to
check, instead of all 2d linear combinations of the basis elements. This was

5If there are only four basis vectors, all 24 = 16 elements need to be checked, but this is
manageable.
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originally proven and presented in [111, 112] in purely graph theoretic terms,
where it was presented as an algorithm to verify if two graphs G and H are
in each others’ orbit. It was then introduced to the quantum community and
connected to graph states in [113], and the formulation of that publication
has been used here. Nevertheless, the method explained here, in the form of
an algorithm, is known as the Bouchet algorithm, named after the author of
the original presentation [111].

Although the Bouchet algorithm gives an efficient method to determine
the LC-equivalence of two graph states, many other properties are hard to
determine. Calculating the size

∣∣OLC(|G⟩)
∣∣ of the LC-orbit of a random graph

state |G⟩ is #P-complete [114], which means that it is at least as hard as an
NP-complete problem. Separately, the element of O(G) with the least number
of edges has an important operational meaning, because it corresponds to the
element of OLC(|G⟩) that takes the smallest number of CZ gates to prepare.
Determining this element is essentially the same as calculating every element
of the orbit, which is computationally hard [114, 115].

4.4.2 Local unitary versus local Clifford equivalence of graph
states

The results of sec. 4.4.1 give a clear graphical tool to understand the
LC-equivalence of graph states, and a programmatic method to efficiently
determine such LC-equivalence. The methods form important tools in the
study of LU-equivalence as well, because any two graph states that are LC-
equivalent, are by definition LU-equivalent as well.

It was a long-standing conjecture that the converse also holds, implying
that LU-equivalence and LC-equivalence of graph states are identical. It was
shown that this conjecture, known as the LU-LC-conjecture, holds for up to
8 qubits [116], but it should be noted that this was only done for unlabelled
graphs. This means that for every graph state |G⟩ with eight or fewer qubits
it holds that EC(|G⟩) = ELC

C (|G⟩).
Recent work (Pubs. [G] and [H] ([55, 117])) has increased this threshold

to 11 qubits. Additionally, the same work has shown that for labelled graphs
the conjecture holds up to at least 8 qubits, so that OLU(|G⟩) = OLC(|G⟩).
These results will be discussed in chapter 6.

For graph states of any size it was shown [118] that the conjecture must
hold for specific subclasses of all graph states; these subclasses make use of the
marginal properties of the graph states (discussed in chapter 6), and include
those graphs for which:

Γ2 ⊕ Γ = I. (4.22)

The set of graph states for which the LU-LC-conjecture holds was extended
to include all graphs without cycles of either three or four nodes [119].

However, [120] ultimately showed that in general the conjecture is false,
using a counterexample of 27 qubits. This was followed by a constructive
family of counterexamples of at least 27 qubits [51], for which the previous
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counterexample is the smallest member. It is an open question what the
smallest counterexample to the LU-LC conjecture is.

4.5 Equivalence involving measurements
As shown in section sec. 3.4, single qubit measurements on graph states

result in post-measurement states that are themselves graph states, up to local
Clifford corrections. These correction operators can depend on the measure-
ment outcomes, so in a networked setting the situation fits neatly into the
SLOCC paradigm. Given the graphical rules explained in that same section,
it follows that a graph state |GH⟩ can be obtained from another graph state
|GG⟩ by local Clifford operations and Pauli measurements if and only if H
can be obtained from G by local complementations and node deletions. This
statement is made more precise in [52], using the concept of vertex minors
[121, 122].

Definition 24. [52] Let G and H be two graphs such that V (G) ⊆ V (H)
(see Def. 13). Then G is a vertex minor of H, denoted G < H, if G can be
obtained from H by a series of local complementations and node deletions on
H.

The definition of vertex minors is useful, because for two random graphs
G and H, the associated graph state |G⟩ can be obtained from the graph
state |H⟩ by local Clifford operations, single-qubit Pauli measurements and
classical communication if and only if G < H [52]. As explained in the
introduction, |G⟩ and |H⟩ are referred to as the target and resource graph
states, respectively.

When G < H the local complementations and node deletions that relate
H to G can be understood to occur in arbitrary order. Still, it was shown
in [52] that equivalently one can assume all local complementations to occur
together, before any nodes are deleted. This means that if G < H, there exists
some graph H ′ ∈ O(H) such that G = H ′ \m, where m = {V (H) \ V (G)},
i.e. the nodes that are in H but not in G. Even though this gives a simpler
condition, it is still NP-complete to determine if G < H for two randomly
chosen graphs G and H [123].

If there is structure in either the resource or target graph states, this can
potentially be used to efficiently determine if the associated graphs are vertex
minors. If the rank-width [122] of the graph associated with the resource state
is bounded, it is efficient to decide if a target graph state can be obtained
[123] (using results from [122]). This rank-width is a complexity measure of
a graph, and is strongly related to the entanglement entropy (see Def. 6) of
the associated graph state [124]. It should be noted that, even though it is
technically efficient to decide if G < H for fixed rank-width, the coefficients
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in the polynomial scaling are exceedingly6 large [123]. However, for specific
choices of resource or graph states it is practically possible to determine if one
can be obtained from the other. Chapter 5 presents such a specific choice.

4.6 Conclusion
The results and methods introduced in this chapter offer strong tools to

study the entanglement of stabilizer states. However, especially for the case
where measurements are involved, the general questions are still hard to an-
swer. As mentioned in sec. 4.5, if there is usable structure in either of the
states, it can sometimes be determined if a target state can be obtained from
a resource state.

Chapter 5 presents the contents of Pub. [F] ([68]), which takes the specific
choice of the linear cluster state and the GHZ state as the resource and target
state, respectively. It gives a full characterization of which choices of node
deletions are possible, and which are not.

The discussion in sec. 4.5 only considers single qubit measurements in
the Pauli-bases, and local Clifford operations. From sec. 4.4.2 it follows that
local Clifford operations do not give the most general setting, and a similar
argument can be made regarding measurements in only Pauli-bases. Gener-
alising to local unitary operations and non-Pauli-basis measurements could
potentially widen the set of target states that can be obtained from a given
resource state, but this general question has not been broadly studied and
seems to be hard to answer.

Using the Bouchet algorithm to determine LU equivalence is not infal-
lible, because it only checks for LC-equivalence. However, it can still provide
conclusive results if the states are LC-equivalent, because this implies LU-
equivalence. Moreover, it is highly unlikely that the algorithm gives a false
negative, because the LU-LC conjecture holds for a vast majority of graphs.
Nevertheless, it is technically possible that wrong results are obtained, as
shown by the counterexamples in [51, 120]. An algorithm to verify LU-
equivalence of general n-qubit states was presented in [125, 126], but this
algorithm is generally inefficient, because the number of steps to check for
equivalence is exponential in n.

Moreover, these algorithms determine the equivalence of (graph) states by
direct pairwise comparison. This means that to determine the equivalence
of a set of L graph states, the algorithm has to be run a total of L(L−1)

2
times. Chapter 6 introduces methods from Pub. [G] ([55]) that can be used
to categorize the LU-orbit or entanglement class from a single graph state.

6This coefficient is a ‘power tower’ of ten 2’s followed by the rank width r, and is so
unfathomably large that it is not even possible to practically write it down in scientific
notation.
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Recent work, Pub. [H] ([117]), introduced a novel algorithm to determ-
ine the LU-equivalence of graph states, which is separate from the Bouchet
algorithm, but this publication is not addressed in this thesis.





5
EXTRACTING GHZ STATES BY

LOCAL OPERATIONS

Reach for the stars!

Buzz Lightyear, Toy Story
(Pixar)

As discussed in the conclusion of chapter 4, it is hard in general to decide
if one graph state can be obtained from another by local operations and
single-qubit measurements. When only Pauli measurements and local Clifford
operations are considered, determining if the target state |Gt⟩ can be obtained
from the resource state |Gr⟩ reduces to determining if Gt < Gr, i.e. if the
associated graphs are related by a vertex-minor relation (see Def. 24). Still,
the problem is NP-complete in general [123], but it might be possible to answer
it when there is structure in either or both of the resource and target graph
states that can be utilized. When |Gt⟩ can indeed be obtained from |Gr⟩, it
is said that the target state can be extracted from the resource state.

This chapter presents the contents of Pub. [F] ([68]), where specific choices
for both the resource and the target graph state are made. The resource graph
state is the n-qubit linear cluster state (see Def. 16), and the target graph
state is the m-qubit GHZ state (see Def. 17). When m = n > 3 (for the case
m = n = 3, see Fig. 3.6), the LU-orbits OLU(|GHZm⟩) and OLU(|Ln⟩) of the
GHZ and linear cluster state are not the same, which means that the states
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are not LU-equivalent. It follows that at least one node of the resource state
has to be measured, so that m < n.

Because there is at least one node that is measured, the target graph state
is extracted on a specific choice of the original n qubits. This selection can
play a significant role, meaning that only for specific selections of the original
qubits extraction is possible. A specific selection of nodes on which the GHZ
state is to be realized is referred to as an extraction pattern, or just a pattern
if context allows. Following the same terminology, an extraction pattern is
possible if the target graph state can be extracted from the resource state, or
impossible if this is not the case. Finally, note that the local unitary operations
are allowed to depend on outcomes of measurements on other nodes, so that
the situation fits into the LOCC paradigm (see sec. 4.1).

Extraction is possible only for specific patterns; this chapter gives a com-
plete characterization of which patterns are possible, and which are not. Any
extraction pattern with a certain structure in the choice of nodes will be
shown to be impossible, following a theorem that was originally presented in
Pub. [F]. Any other pattern is possible, which is shown by explicit construc-
tion. Hence, a complete characterization is obtained for the extraction of GHZ
states from linear cluster states, from which it follows that there is an upper
bound on m in terms of n, so that no GHZ that is larger can be obtained.
To complement the theoretical analysis, Pub. [F] presented the results of an
implementation of the extraction on real hardware.

The post-measurement state that is obtained from the linear cluster state
after performing the extraction, is LC-equivalent to the GHZ state. In general,
the local Clifford operations to obtain the true target state depend both on the
specific extraction pattern and on the outcomes of the measurements. Certain
details regarding these correction operators were not presented in Pub. [F] but
deferred to its supplementary material Sup. [sB] ([127]). In this thesis, the
same details have been deferred to chapter B.

First, sec. 5.1 introduces some useful terminology and makes the setting
more precise. In sec. 5.2 a useful theorem is presented, that can be used
to show the impossibility of many extraction patterns. The same theorem
and associated corollaries help to bound m in terms of n without having
to resort to specific extraction patterns. A specific extraction pattern that
saturates this bound, referred to as the maximal pattern, is introduced in
sec. 5.3. In sec. 5.4 any other extraction pattern that is not strictly ruled out
by the previous results, is shown to be possible by a constructive argument.
The experimental implementation is presented in sec. 5.5, and the chapter is
concluded in sec. 5.6.

5.1 Setting
To ease the discussion, useful terminology and notation is introduced. The

set VL = [n] = {1, . . . , n}, referred to as the network, is a set of n qubits. The
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linear cluster state |LVL
⟩ defined on the network VL is the resource state. The

goal is to extract a |GHZVG
⟩ state on a subset VG ⊂ VL, referred to as the

extraction pattern, which has m = |VG| qubits. This chapter will detail which
choices of VG are possible, and which are not.

It is useful to represent the nodes of VL as lying on a horizontal line, which
is naturally implied by the linear structure of the resource state. Specifically,
this means that node i is adjacent to nodes i − 1 and i + 1; these nodes are
referred to as the left- and right neighbours, respectively, of node i. If a node
has no neighbours on the left or on the right (i.e. for nodes 1 and n), that
node is said to be on the left and right edge, respectively. Moreover, nodes can
be left or right of each other, even if there exist other nodes between them,
and concepts like consecutive nodes apply as well.

This terminology can be adopted to refer to the nodes in the extraction
pattern VG, so that they can be referred to be e.g. left of other nodes in the
pattern. Moreover, the boundaries of the extraction pattern can be used to
refer to the leftmost- and rightmost node within the pattern.

Additionally, it is useful to refer to a set of consecutive nodes in the ex-
traction pattern with the term island.

Definition 25. A k-island is a series of k consecutive nodes {i, . . . , i+k−1} ∈
VL (for some i) that are all part of the extraction pattern, so that {i, . . . , i+
k − 1} ∈ VG. A k-island at node i in VG indicates the set {i, . . . , i + k − 1},
i.e. the k-island with its leftmost node positioned at node i.

Note that, as defined, a subset of an island can be an island itself; if
VG would contain e.g. the 3-island {1, 2, 3}, then {1, 2} and {2, 3} would be
a 2-islands of VG. k-islands play an important role in determining which
extraction patterns are possible, and which ones are not.

5.2 Impossible extraction patterns
There are strong restrictions imposed on the possibilities of extraction

patterns containing islands, which the following theorem shows.

Theorem 1. (Pub. [F]) No 2-island can have both a left and a right neighbour
in VG. This means that if there is a 2-island at node i, there is no node left
of i or right of i+ 1 in VG.

In other words, if the extraction pattern contains a 2-island, it is neces-
sarily at the boundary of the extraction pattern. Thm. 1 leads directly to the
fact that all nodes in VG are ‘isolated’: if node i is in the extraction pattern,
then neither i − 1 nor i + 1 can be in the extraction pattern, except for the
two boundaries. The proof of Thm. 1 is deferred to chapter A.

A useful corollary to Thm. 1 that concerns larger 2-islands follows.
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Corollary 1. (Pub. [F]) If VG contains a 3-island, then |VG| = 3, i.e. they
are the only nodes in the pattern.

Proof. The proof is by straightforward contradiction. Assume that VG
contains the 3-island {i, i + 1, i + 2} and additionally some other node j.
W.l.o.g. assume that j > i + 2, i.e. it is to the right of the 3-island. Then,
{i + 1, i + 2} is a 2-island with both a left neighbour (node i) and a right
neighbour (node j) in VG, which is in direct contradiction to Thm. 1.

Fig. 5.1 contains three examples of (possible or impossible) extraction
patterns. The resource state is |L8⟩, and the nodes in the extraction pattern
have been highlighted. Two of the three given examples are prohibited by
Thm. 1 and have been marked by ✗. The other example, marked by ✓, is not
directly prohibited by Thm. 1. That this extraction pattern is indeed possible
does not follow from Thm. 1, but it is proven in sec. 5.4.

1 2 3 4 5 6 7 8

1 2 3 4 5 6 7 8

1 2 3 4 5 6 7 8

Figure 5.1: Three different choices for the extraction patterns VG are depicted,
on which the |GHZVG⟩ state is to be extracted from the |L8⟩ state. The high-
lighted nodes are those nodes in VG; the other nodes are measured during the
extraction. For every pattern it is shown by ✗ or ✓ if extraction is made im-
possible or not by Thm. 1. Note that Thm. 1 only prohibits certain extraction
patterns, but does not say anything about the possibility of patterns that it
does not prohibit. In secs. 5.3 and 5.4 it is shown that all other patterns are
possible.

Another corollary to Thm. 1 gives an upper bound to the size of any GHZ
state that can be extracted from a linear cluster state.

Corollary 2. (Pub. [F]) Let VG be a pattern to extract a GHZ state from a
linear cluster state of size n. Then, the size of VG is bounded from above:

|VG| ⩽
⌊
n+ 3

2

⌋
. (5.1)

Proof. The proof is by simple arithmetic. There can be at most two 2-islands
by Thm. 1, so the number of nodes in VG is maximized by including the left
2-island {1, 2}, and the right 2-island {n − 1, n}. To not violate Thm. 1,
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every other alternating node has to be measured, i.e. the nodes 3, 5, · · · ̸∈ VG.
For odd n, this sequence ends at node n − 2, so that k = n−3/2 nodes have
been measured. For even n, this sequence would end at n − 3, inadvertently
creating the 3-island {n − 2, n − 1, n}. So, node n − 2 is also measured, for
k = n−2/2 nodes in total. In both cases it holds that |VG| = n − k, and the
bound follows.

Note that the additional node that is removed in the proof of Cor. 2 when
n is even, does not have to be n − 2. It can be either 1 or n, or any other
internal node so that two other consecutive nodes are measured.

An extraction pattern of a similar but slightly smaller size |VG| = n/2
was reported in [128], albeit without proof or claims of maximality. In the
same publication the concept of entanglement persistency is introduced; the
entanglement persistency of a (multi-qubit) state is equal to the minimum
number of single-qubit measurements that need to be performed, so that the
post-measurement state is completely separable. This concept was used to
prove Cor. 2 in [129], but cannot be used to prove either Thm. 1 or Cor. 1.

It remains to be proven that the pattern given in the proof to Cor. 2
is indeed a possible pattern. The pattern of the proof of Cor. 2 for odd
n, referred to as the maximal extraction pattern, is discussed and proven
possible in sec. 5.3. Subsequently, in sec. 5.4 it is shown that any other
pattern not prohibited by Thm. 1 is possible as well, by reducing it to the
maximal extraction pattern.

5.3 The maximal extraction pattern
The maximal extraction pattern VG = {1, 2, 4, 6, . . . , n − 3, n − 1, n} dic-

tates that the nodes j ∈ {3, 5, . . . , n− 2} are measured, for a total of (n−3)/2
measurements. Indeed, the post-measurement state is (LC-equivalent) to the
star graph state if all of these nodes are measured in the X basis, which means
that the set of measurement operators for the extraction is {Xj}j=3,5,...,n−2.

An X-basis measurement can be interpreted (see sec. 3.4.3) as a Y -basis
measurement, preceded by a local complementation on a random neighbour
of the measured node1. Measuring the nodes in ascending order, taking the
right neighbour of every measured node to perform the local complementation,
results in the star graph centred around node 2, from which it follows that
the post-measurement state is LC-equivalent to the GHZ state (see Def. 17).
Fig. 5.2 shows the pattern for seven qubits, which generalises to any (odd)
n.

1As explained in sec. 3.4.3, sometimes an additional local complementation on the ran-
dom neighbour is included after the node deletion. However, this does not affect the current
discussion, as can be easily seen in Fig. 5.2: the chosen neighbours are leaves [130] and
are therefore unaffected by a local complementation
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1 2 3 4 5 6 7

1 2 3 4 5 6 7

1 2 4 5 6 7

1 2 4 5 6 7

1 2 4 6 7

4

Y3

6

Y5

Figure 5.2: GHZ state extraction from |L7⟩ with the extraction pattern VG =
{1, 2, 4, 6, 7} (highlighted in the top row), which is the maximal extraction
pattern for n = 7. All nodes not in the extraction pattern are measured
in the X basis, which can be viewed as a Y -basis measurement of the node
preceded by a local complementation on a random neighbour (see sec. 3.4.3).
Here, the right neighbour is chosen as the random neighbour, so that the
consecutive measurements result in the star graph centred at node 2. Following
Def. 17, this is LC-equivalent to the GHZ state, so that the extraction is indeed
possible. This method generalizes straightforwardly to linear cluster states of
arbitrary (odd) size.

To determine the exact local operations necessary to obtain the GHZ state,
a more careful analysis is needed, which can be obtained by inspection of the
generators of the linear cluster state. Tab. 5.1 contains these generators,
grouped by odd (top) and even (bottom) index. Additionally, the generator
g2 is changed to g′2 =

∏
{even i} gi = g2g4g6 . . . , so that the measurement

operators {Xj}j=3,5,...,n−2 commute with all odd-indexed generators, and with
g′2. The other |VL| − |VG| = (n−3)/2 generators, g4, g6, . . . , gn−1, all anti-
commute with at least one measurement operator Xj . Note that there is
an equal number of anti-commuting generators and measurement operators.
Following the discussion in sec. 2.3, the measurement can be interpreted as the
measurement operators replacing the anti-commuting generators, provided
they carry the measurement outcomes mj = ±1 as the phase. The post-
measurement state is then generated by the odd-indexed original generators,
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the generator g′2, and the measurement operators (mj)Xj :

gi (i odd),
g′2,

(mj)Xj (j = 3, 5, . . . , n− 2).

(5.2)

1 2 3 4 5 6 · · · n− 3 n− 2 n− 1 n

g1 X Z . . .

g3 Z X Z . . .

g5 Z X Z . . .

· · · · · ·
gn−2 . . . Z X Z

gn . . . Z X

g′2 Z X X . . . X X Z

g4 Z X Z . . .

g6 Z X . . .

· · · · · ·
gn−3 . . . X Z

gn−1 . . . Z X Z

Table 5.1: Generators of the odd-n |Ln⟩ state (see Def. 16). The generators with
odd and even indices have been grouped separately, and g2 = Z1X2Z3 has been
changed to g′2 = g2g4g6 . . . . Now only the generators in the third section anti-
commute with the measurement operators {Xj}j∈VG of the maximal extraction
pattern VG = {3, 5, . . . , n − 2}. Measuring these nodes and removing them
results in the post-measurement state in Tab. 5.2.

After removing the X-support on the measured nodes of the odd-indexed
generators (see sec. 2.3), they can be removed from the post-measurement
state. This results in the |VG|-qubit post-measurement state with generat-
ors listed in Tab. 5.2. These generators closely resemble those of the GHZ
state as defined in Def. 17, but are not exactly the same. A local Clifford
operation, which in general depends on the measurement outcomes, maps the
post-measurement state to the desired |GHZVG

⟩ state. The exact calculation
of this local Clifford operation is presented in chapter B.
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1 2 4 6 · · · n− 3 n− 1 n ϕ

g1 X Z . . . +1

g3 Z Z . . . m3

g5 Z Z . . . m5

· · · · · · · · ·
gn−2 . . . Z Z mn−2

gn . . . Z X +1

g′2 Z X X . . . X X Z +1

Table 5.2: After performing all measurements and removing the measured
nodes, only those generators from Tab. 5.1 that commute with the measure-
ment operators remain, which now carry the measurement outcomes {mj =
±1} as a phase ϕ. The post-measurement state is LC-equivalent to the tar-
get GHZ state (see Def. 17); the exact local Clifford operation is detailed in
chapter B.

5.4 Reduction of other patterns
Section 5.2 showed that many extraction patterns are not possible due to

Thm. 1, and sec. 5.3 showed that extraction is indeed possible for a specific
pattern that is not prohibited by the same theorem, namely the maximal
extraction pattern. As noted before, the only restriction on the extraction
patterns is that of Thm. 1, so that all other patterns not prohibited by it
are possible as well. This section details how any such other pattern can be
interpreted as a reduction to the maximal pattern of a smaller linear cluster
state. Section 5.4.1 details how any smaller linear cluster state can be ex-
tracted from |Ln⟩, and sec. 5.4.2 subsequently details how any non-maximal
extraction pattern can be seen, provided it is not prohibited by Thm. 1, as
the maximal extraction pattern of such a smaller linear cluster state.

5.4.1 Extracting smaller linear cluster states from |Ln⟩
An important and useful feature of the linear cluster state is that |Ln−1⟩

can be extracted from |Ln⟩ by removing any choice of node. If the chosen
node is the first or last, a Z-basis measurement obtains the desired result:
such a measurement is represented by a deletion of the node, followed by a Z
Pauli operation on node 2 or n− 1 if the measurement outcome was m = −1
(see sec. 3.4.1).

Similarly, a Y -basis measurement on any internal node j results in a lin-
ear cluster state on the remaining nodes. A Y -basis measurement is rep-
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resented by a local complementation on the node, followed by its deletion
(see sec. 3.4.2), so the measurement Yj first connects the nodes j−1 and j+1
by the local complementation, and subsequently removes node j. This means
that the resulting graph is a line graph from 1, 2, . . . , j − 1, j + 1, . . . , n, and
the post-measurement state is LC-equivalent to the associated graph state.

To obtain the true desired |L1,2,...,j−1,j+1,...,n⟩ state, a correction using the
operators

√
Zj−1

†
and

√
Zj+1

†
on the two neighbours of the measured nodes

is needed. Moreover, a subsequent Z operator to these two nodes has to be
applied if the measurement outcome was mj = −1 (see sec. 3.4.2).

These internal and external measurements and corrections can be repeated
to extract a linear cluster state on any subset of the original nodes. As an
example, consider the linear cluster state |L1,4,5,6,7⟩ that is to be extracted
from the state |L1,2,3,4,5,6,7⟩. One could first extract the state |L1,3,4,5,6,7⟩
by performing a Y -basis measurement of node 2 and applying the associated
correction operators. Subsequently, the state |L1,4,5,6,7⟩ can be extracted by
performing a Y -basis measurement of node 3, including the suitable correction
operators.

However, note that the correction operator
√
Z3

† associated with the first
measurement essentially rotates the subsequent measurement of node 3 to-
wards the X basis (although the original correction operators still apply for
the second measurement). If a set {j + 1, . . . , j + k} of consecutive (internal)
nodes is to be removed, these rotations give an alternating Y -X-Y -. . . pattern
for the measurement bases. The correction operators are then (

√
Zj

†
)k and

(
√
Zj+k+1

†
)k, i.e. a

√
Z

†
operator on the nodes j and j + k + 1 for every

node that has been measured. The measurement outcomes still need to be
accounted for by potentially applying another Z Pauli operation to the same
two nodes. The calculation to determine if these need to be applied is tedious
but straightforward: it reveals that the correction needs to be applied only if
the collection of measurement outcomes has odd parity. Python code that cal-
culates the correction operators for any selection of nodes and measurement
outcomes can be found in Sup. [sB] ([127]).

5.4.2 Reduction of non-maximal extraction patterns
Turning back to extracting GHZ states, the above discussion can help

with any extraction pattern that is not directly prohibited by Thm. 1. Any
such pattern can be seen as the maximal extraction pattern for a smaller
linear cluster state. This smaller linear cluster state can be obtained from the
original n-partite resource graph state as described in sec. 5.4.1.

Fig. 5.3 shows such a non-maximal extraction pattern, and how it relates
to a smaller linear cluster state. However, the extraction pattern VG has only
one 2-island, so it cannot be a maximal extraction pattern exactly. How this
can be addressed is discussed below.

In the (general) case that an extraction pattern has no left 2-island (i.e. its
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1 2 3 4 5 6 7 8 9

1 2 3 4 5 6 7 8 9 V

3 4 5 7 8 9 V

Z1 Z2 Y6

Figure 5.3: Any extraction pattern that is not impossible by Thm. 1 is possible,
by viewing it as the maximal extraction pattern of a smaller ‘virtual’ linear
cluster. The highlighted extraction pattern VG = {3, 4, 7, 9} is not the max-
imal extraction pattern for the state |L9⟩, but it is for the state |L3,4,5,7,8,9,V ⟩,
where node V is an additional ‘virtual’ node. This smaller linear cluster
state can be obtained from |L9⟩ by two Z-basis and one Y -basis measure-
ment (see sec. 5.4.1).

leftmost node, l, has no direct neighbour), it can not be seen as a maximal
extraction pattern for any smaller linear cluster state. However, a larger GHZ
state can then first be realized, after which a single-qubit measurement realizes
the desired target GHZ state on VG. Indeed, including the node l− 1, the left
neighbour of node l, results in an extraction pattern V ′

G = {l−1}∪VG that can
be seen as the maximal extraction pattern for a (potentially smaller) linear
cluster state. This extraction pattern gives the state

∣∣GHZV ′
G

〉
. A subsequent

X-basis measurement on node l − 1 removes this node from the larger GHZ
state, so that the desired target state |GHZVG

⟩ is obtained. If the outcome of
this measurement is m{l−1} = −1, a Zl correction is needed.

When the leftmost node is l = 1, it does not have a left neighbour. How-
ever, since it will be measured anyway, one can introduce a ‘virtual’ node 0,
which would be measured in the X-basis if it existed. The case for when VG
does not have a right 2-island follows similarly.

These considerations allow to analyse the pattern in Fig. 5.3: the resource
state is the 9-qubit linear cluster state |L9⟩, and the desired extraction pattern
is VG = {3, 4, 7, 9}. VG is not the maximal extraction pattern for |L9⟩, but
it is for the state |L3,4,5,7,8,9,V ⟩, where node V is the ‘virtual’ node that has
been virtually introduced. This state can first be realized from |L9⟩ by Z-basis
measurements of nodes 1 and 2 and a Y -basis measurement of node 6, followed
by the associated corrections. |L3,4,5,7,8,9,V ⟩ can then be measured according
to the maximal extraction pattern, obtaining the desired GHZ state.

Any pattern that is not prohibited by Thm. 1 can be seen as a max-
imal pattern for a smaller linear cluster state, so that it is possible, which
completely characterizes all target GHZ states that can be extracted from a
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1
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3
4

5

6

7
|Li{1,...,7} |GHZi{•,...,•}

Figure 5.4: (Top row, left) The linear cluster state |L7⟩ is the resource graph
state, the desired target graph state is the GHZ state. (Top row, right) The
maximal extraction pattern obtains the largest GHZ state, containing five
qubits. (Bottom rows) All extraction patterns VG with four nodes. Those
that are possible have been highlighted in green, those that are impossible
through Cor. 1 have been highlighted in violet, and those that are impossible
directly through Thm. 1 are highlighted in red.

resource linear cluster state. Fig. 5.4 contains the 7-qubit linear cluster state
as the resource graph state, the maximal extraction pattern for this resource
state, and all the choices of extraction patterns VG of size four. The possible
and impossible extraction patterns are highlighted in different colours.

5.5 Implementations
To complement the theoretical analysis and to experimentally demonstrate

the GHZ state extraction, implementations on IBMQ hardware were performed
using the qiskit SDK [131]. More specifically, linear cluster states of size
n ∈ {5, 7, . . . , 19} were prepared on both the IBMQ Cairo [132] and IBMQ
Mumbai [133] devices, from which GHZ states of size n = {4, 5, . . . , 11} were
extracted through the maximal extraction pattern.

The traditional method to prepare linear cluster states, using qubits pre-
pared in the |+⟩ state on which the gates C(i,i+1)

Z are applied, is not suitable
for the native gate set of the used devices. Therefore, the preparation circuit
is compiled towards the gate set of the devices as shown in Fig. 5.5 for three
qubits; the generalisation for higher (odd) n is straightforward.

The last layer in the circuit, consisting of Hadamard operations on the
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odd-numbered qubits, is not actually implemented. The maximal extraction
pattern dictates that the nodes not in VG (i.e. {3, 5, . . . , n − 2}) are meas-
ured in the X-basis, which on the IBMQ devices is implemented as another
Hadamard operation followed by a Z-basis measurement. These Hadamard
operations would cancel out against those in the last layer of the right circuit
in Fig. 5.5, so they are both omitted. Similarly, the analysis in chapter B
shows that the local Clifford corrections to obtain the GHZ state involve a
Hadamard operation on the first and last qubit; these two operations are can-
celled out by those in the last layer of the right circuit in Fig. 5.5, which
means that for the first and last qubit this layer can be omitted as well.

|+⟩

=

|0⟩ H

|+⟩ |0⟩ Ry
(
π
2

)

|+⟩ |0⟩ H

Figure 5.5: The left circuit is the traditional circuit that prepares the linear
cluster state |L3⟩. However, the IBMQ Montreal device does not allow for
native CZ or Hadamard gates, but only for CX gates and rotations along
the Pauli axes. The right circuit is a hand-compiled circuit that prepares
the |L3⟩ state with only native gates. The last layer of the compiled circuit,
containing Hadamard operations, is not implemented but emulates theX-basis
measurements from the extraction pattern and the associated corrections. The
generalized circuit for larger (odd) n is straightforward.

To test the performance of the extraction, the fidelity of both the prepared
linear cluster states and extracted GHZ states is estimated. More specifically,
a lower bound on the fidelity is estimated by performing selected measure-
ments of the stabilizer elements. For the linear cluster state, this estimate is
provided by an analysis similar to [134], originally inspired by [135]. More
specifically, following (2.10) the fidelity of the prepared state ρ with the linear
cluster state (up to the last layer of Hadamard rotations) can be calculated
as:

F (ρ, |Ln⟩) = tr


ρ
∏

j

I+ gj
2


 , (5.3)

where the gj are the generators of the rotated linear cluster state, i.e. without
the last layer of Fig. 5.5. They can be grouped into a set of ‘odd’ generators
GLo = {Zi−1ZiZi+1}odd i and ‘even’ generators GLe = {Xi−1XiXi+1}even i,
where it is to be understood that σ0

z = σn+1
z = 1. These two sets generate

two different subgroups of the stabilizer, referred to as the ‘odd’ and ‘even’
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subgroups:
So = ⟨GLo ⟩ ⊂ S,
Se = ⟨GLe ⟩ ⊂ S.

(5.4)

Note that the elements of So and Se only consist of Z and X operators,
respectively, which is very useful in the estimation method.

By writing Go =
∏
g∈GL

o

I+g
2 , and similarly for the even generators, (5.3)

can be written as:

F (ρ, |Ln⟩) = tr [GoGeρ]

= tr [Goρ] + tr [Geρ]− tr [Iρ] + tr [Kρ] ,
(5.5)

where K = (I−Go) (I−Ge). The term tr [Goρ] can be written in terms of
the elements of So:

tr [Goρ] = E [Go] =
1

2|So|
∑

σ∈So

tr [ρσ] , (5.6)

and tr [Geρ] follows similarly. Moreover, K is positive semidefinite so that
the last term in (5.5) can be discarded. This results in a lower bound for the
fidelity (using tr [Iρ] = 1):

F (ρ, |Ln⟩) ⩾ E [Go] + E [Ge]− 1. (5.7)

Rewriting the fidelity like this is very helpful, because it is relatively
straightforward to obtain (estimates for) E [Go] and E [Ge]. Still, either sub-
group So(e) contains an exponential number of elements, so measuring the
terms tr [ρσ] one-by-one is undesirable. Moreover, the elements of So and
Se are multi-qubit operators, whose measurements generally involve multi-
qubit operations. However, these measurements can be reconstructed from
single-qubit measurements, which is explained in chapter C.

As noted before, the odd subgroup So consists of only Z (and I) operators.
The measurements of all the elements of So can therefore be reconstructed
from simultaneous measurements of every single qubit in the Z-basis. Sim-
ilarly, every measurement associated with the even subgroup can be recon-
structed from the measurement setting where every single qubit is measured
in the X-basis. Using the analysis in chapter C, it follows that with just
two measurement settings the fidelity can be estimated; for both settings the
measurements have to be repeated so that the terms E [Go] and E [Ge] can be
estimated.

Similar to the linear cluster state, the generators of the GHZ state can be
grouped into GGo = {XVG

} and GGe = {ZjZj+1}j∈VG
(where the node j + 1

indicates the right neighbour of j within the extraction pattern). Note that
the odd group GGo consists of a single generator. Combining the associated
measurements with the measurements necessary for extraction, the fidelity
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of the GHZ state can be estimated with just two measurement settings as
well. After the measurements for the extraction of the GHZ state, post-
measurement correction operators need to be applied as detailed in chapter B.
This correction consists of applications of X operators to some selection of
the nodes in VG; this selection depends on the outcomes of the measurements
during the extraction.

However, immediately after applying these X operators the qubits are
measured in the X- or Z-basis. For the X-basis measurements, the X cor-
rection operator has no effect. For the Z-basis measurements, the only effect
that these X correction operators have on the measurement outcomes is that
these are flipped. It follows that instead of actually applying the X correc-
tion operator, the qubits can be measured in the Z-basis without them, after
which the +1 and −1 outcomes are exchanged; this technique generalizes to
the Pauli frame [76], and is closely related to a similar technique discussed
in sec. 9.5. Thus, the X-basis measurements of the qubits not in VG for the
extraction, and the X- or Z-basis measurements of the qubits in VG for the
fidelity estimation, can be performed simultaneously.

All measurement settings were repeated a total of 32000 times to gather
enough statistics to obtain a good estimate of the terms in (5.7); the results
are presented in Fig. 5.6.
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Figure 5.6: A lower bound for the fidelity obtained for both the resource
graph state |Ln⟩ and the target graph state GHZ. Linear cluster states of size
n = {3, 5, . . . , 19} are prepared using the circuit from Fig. 5.5, from which
GHZ states of size |VG| = {4, 5, . . . , 11} are extracted through the maximal
extraction pattern. Due to a technical detail in the estimation method of the
fidelity, the bound is less strict for the linear cluster state than for the GHZ
state. This results in an estimated fidelity for the linear cluster state that is
lower than that of the associated GHZ state.

A caveat with the described estimation method is that for the GHZ state
the odd generators give a subgroup So = ⟨XVG

⟩ = {I, XVG
}, with just two

elements. The ‘even’ subgroup, and both subgroups for the linear cluster state,
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are all considerably larger and growing with n. Due to the small size of the odd
subgroup of the GHZ state, the term tr [Iρ] = 1 has a relatively large impact in
(5.6). Noise and imperfections affect all terms of the sum where the stabilizer
element is not I, so that if the subgroup is larger, it is (relatively) more affected
by noise. Especially for larger n this effect becomes more pronounced, so that
the estimates of the GHZ nodes become considerably better than the estimates
of the linear cluster states, even though the former is extracted from the latter.
This is clearly visible in Fig. 5.6.

One option to solve this issue is by taking the sum in (5.6) over So \ {I}
and Se \ {I}. By removing the identity elements, all elements in the sum are
equally affected by noise. This results in (estimates of) a lower bound that
are generally less strict (i.e. worse), but give fairer results between the linear
cluster states and the GHZ states. Fig. 5.7 contains the estimates with this
adapted method, which indeed show more equal, but generally worse fidelities
than Fig. 5.6.
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Figure 5.7: The bounds in this figure use an adapted method of estimating the
fidelities, so that the bounds give a more equal estimate between the resource
and target graph states. However, at the same time it gives a lower, less strict
bound than that of Fig. 5.6.

5.6 Conclusion
This chapter has shown that, for specific choices of resource and target

states, it can be decided if extraction is possible. It has shown an upper bound
to the size of any GHZ state that can be extracted from linear cluster states,
and has completely characterized what GHZ states can indeed be obtained.
Generalizing to other specific target or resource states is not straightforward
by using the methods presented in this chapter. However, as was already
pointed out in the discussion of Pub. [F], the methods do generalise easily to
ring graph states, i.e. the linear cluster state with an additional edge between
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nodes 1 and n. In such a case only a single 2-island is possible, so that the
upper bound becomes |VG| = ⌊n+1/2⌋.

Although in this chapter the linear cluster state was explicitly chosen as
the resource state, any state that is locally equivalent to it is automatically
suitable for GHZ state extraction as well. Indeed, that state can first be ro-
tated to the linear cluster state by a local operation, after which the extraction
can be performed as explained in this chapter.

Technically, this chapter has considered only local Clifford operations and
single-qubit Pauli measurements, instead of the more general case of local unit-
ary operations and single-qubit measurements in other bases. It is straight-
forward to show that the LU-orbit and LC-orbit of the GHZ state coincide,
as they do for the linear cluster state (see sec. 4.4.2). It follows that no gener-
ality is lost by considering only local Clifford operations instead of the more
general local unitary operations. Although not proven yet, it seems as if a
similar argument can be made for the single-qubit Pauli measurements, so
that no generality is lost by not allowing for single-qubit measurements in
any basis.

Because any state in the LU-orbit OLU(|Ln⟩) is suitable for GHZ state
extraction, it is very useful to determine if a given graph state |G⟩ is part of
this LU-orbit. More generally, characterising different states by their associ-
ated LU-orbits is helpful to determine many useful properties. The methods
of chapter 6 work towards this goal.



6
CHARACTERIZING

ENTANGLEMENT

The distinguishing mark of the
orbit is the marginal, the
instrument with which it does all
its mischief.

George Orwell, Animal Farm
(paraphrased)

The previous chapter showed that it is possible to characterize extraction
patterns, but only for highly specific cases like the extraction of GHZ states
from linear cluster states. It was assumed that the resource state was exactly
the linear cluster state, somehwat restricting the usability of the results. Nev-
ertheless, there are many other states that can be used as resource states for
GHZ extraction; at least any state that is LU-equivalent to the linear cluster
state is guaranteed to be suitable. Indeed, first the state can be rotated to the
linear cluster state by a local unitary operation, after which the GHZ extrac-
tion can be performed; of course, states from other orbits could be suitable
for the extraction as well.

Following the discussion in sec. 4.2, any stabilizer state is LC-equivalent
to a graph state, so this chapter focusses solely on the equivalence of graph
states. In general, as discussed in chapter 4, graph states from the same orbits
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can be seen as containing the same type of entanglement, and thus (roughly
speaking) as the same resource in networking tasks. It is therefore incredibly
helpful to be able to identify if a set of states belongs to the same LU-orbit,
or even characterize states by what specific LU-orbits they belong to.

This chapter presents the contents of Pub. [G] ([55]), that presented meth-
ods to study the LU-equivalence of graph states, and introduced methods to
characterize LU-orbits. This characterization can be computed from any rep-
resentative of any LU-orbit, resulting in a type of ‘identifier’ that is constant
for every element of the LU-orbit the representative belongs to. Elements of
the same LU-orbit are then evaluated to have the same identifier, meaning
that the identifier is invariant for all the elements of an LU-orbit. Hence,
this identifier needs to be derived from an LU-invariant, i.e. a property of any
stabilizer state that does not change when the state undergoes a local unitary
transformation.

In a slightly more abstract, theoretical setting, one may wish to determine
if states are from the same entanglement class (see sec. 4.3) instead of LU-
orbit, where stabilizer states that are equivalent under permutations would
additionally evaluate as having the same identifier. Thus, an identifier that
is not only invariant under LU operations, but additionally invariant under
permutations needs to be obtained. Beyond the equivalence of LU-orbits,
Pub. [G] addressed the equivalence of graph states in this setting as well, and
the characterisation of entanglement classes.

These identifiers are designed in such a way that elements of an LU-orbit
or entanglement class are always evaluated to have the same identifier, essen-
tially labelling the LU-orbit or entanglement class with that identifier. Ideally,
these identifiers are unique, in the sense that two different LU-orbits or en-
tanglement classes are always labelled with different identifiers, so that they
can be distinguished. This is not always the case, so the performance of the
identifiers must be assessed.

For both LU-orbits and entanglement classes, the identifiers that are in-
troduced in this chapter are derived from a single specific LU-invariant: the
dimension of the reduced stabilizer (see Def. 12). How to compute the di-
mension for a graph state is discussed in sec. 6.1. Section 6.2 shows that
the stabilizer dimension can indeed be used as an LU-invariant. In sec. 6.3
various identifiers are derived from this invariant, for both LU-orbits and en-
tanglement classes. The performance of the identifiers is assessed in sec. 6.4
by two different performance metrics. This assessment makes use of an online
database of (representatives of) LC-classes (see sec. 4.3) found in [136], the
supplementary material of [115].

It can happen that two (representatives of) different LC-orbits are cal-
culated to have identical values for all introduced identifiers. Interestingly,
this does not necessarily mean that the identifiers have failed in faithfully
determining LU-equivalence. Indeed, although the representatives are from
different LC-orbits, they can in principle still be LU-equivalent, so that their
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identifiers are equivalent as well. This would render them counterexamples
to the LU-LC-conjecture (see sec. 4.4.2). Examples of two different LC-orbits
with the exact same identifiers can indeed be found; the smallest example
consists of two graphs of nine nodes, presented in sec. 6.5. However, they are
indeed LU-inequivalent as well. Because the identifiers fail to tell them apart,
another method is necessary to show this, which is discussed in the same sec-
tion. Section 6.6 discusses the efficiency and scaling properties of calculating
the introduced identifiers. Finally, sec. 6.7 concludes the chapter.

Pub. [G] ([55]) introduced and discussed more methods regarding its topics
than are addressed in this chapter. The interested reader is referred to the
publication. Some of these results were presented in [137] as well.

6.1 The reduced stabilizer for a graph state
Eq. (2.25) showed that the reduced state of a stabilizer state and its asso-

ciated reduced stabilizer are closely related. Hence, to calculate the reduced
state of a graph state, one could first calculate its reduced stabilizer. Calculat-
ing this could in principle be done by first listing every element in the original
stabilizer, and selecting only those with the correct support. However, this is
a tedious process as the stabilizer grows exponentially in size.

This section introduces another method to calculate the reduced stabilizer
for graph states, which is a much more efficient approach. More specifically,
let |G⟩ be an arbitrary graph state on the qubits V = [n] with stabilizer S
and generators {gi = XiZNi

}i∈V . The goal is to find the reduced stabilizer
SM for an arbitrary choice of M ⊂ V , with k = |M | the size of M . For this,
it needs to be determined, for every P ∈ S, if supp(P ) ⊆M (see Def. 12).

To this effect, (2.4) can be used to represent P by a sequence of bits
{b1, b2, . . . , bn}, where bi ‘encodes’ if the generator gi is ‘used’ or not. Let
B = {i ∈ V |bi = 1} represent the set of generators that are ‘used’. Then, the
operator P can be decomposed into an X- and Z-part separately, in terms of
B:

P =
∏

i∈B
XiZNi

∼
(∏

i∈B
Xi

)(∏

i∈B
ZNi

)
= XB

(∏

i∈B
ZNi

)
, (6.1)

where XB represents an X operator on every node in B and ∼ indicates
that equality holds up to a phase ±1. Ultimately this representation is used
to determine if the support of P is contained in M , for which this phase is
irrelevant.

From (6.1) it follows directly that for any P ∈ S that is in the reduced
stabilizer, it must hold that B ⊆M . Indeed, otherwise P would have support
(at least with X) on every node B \M , which are nodes in M⊥.

If the neighbourhood of every generator that is ‘used’ (i.e. those in B) is
additionally contained in M , then it is straightforward to see that supp(P ) ⊂
M . Consider the marginal M1 = {1, 2} from Fig. 6.1, highlighted in green.
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Figure 6.1: A graph with a selection of marginals highlighted; all these mar-
ginals are non-trivial, so that dM ⩾ 1. The dimensions of the four highlighted
marginals M1 = {1, 2}, M2 = {8, 9}, M3 = {4, 5, 8} and M4 = {1, 2, 4} are all
analysed in the main text.

Node 1 has N1 = {2}, so taking B = {1} results in the Pauli operator
P = X1Z2, whose support is contained in M . Thus, the operator X1Z2 (as
an element of P2) is part of the reduced stabilizer SM1 .

However, generators that have Z support outside of M do not necessarily
lead to stabilizer elements that cannot be elements of SM . Indeed, the Z
support from different generators can cancel out through the identity Z2 = I.
Consider the marginal M2 = {8, 9} from Fig. 6.1, highlighted in red. Neither
the generator g8 = X8Z3Z7 nor the generator g9 = X9Z3Z7 has its support
contained in M2. However, their product g8g9 = X8X9 has no Z operators
in M⊥

2 , because every Z operator outside of M2 appears an even number of
times, and has thus cancelled out. It follows that the stabilizer element g8g9
has its support contained in M2, and is therefore (as an operator from P2)
part of the reduced stabilizer SM2

.

General case
The case for general M follows readily. Let P ∈ S be any stabilizer

element, and let B be the selection of generators (i.e. nodes) that represent P
through (6.1). It is the goal to determine if P ∈ SM or not. Any time a node
j ∈ M⊥ is contained an even number of times in the neighbourhoods Ni of
the nodes in B, the Z operators on node j cancel out. Thus, for the selection
B, Z operators only remain on those nodes that are included an odd number
of times in the neighbourhoods of the nodes in B.
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This set of nodes is exactly the symmetric difference of all the neighbour-
hoods combined, denoted (with abuse of notation) ∆B. Using this insight,
(6.1) can be rewritten as:

P ∼ XBZ∆B . (6.2)

It can be concluded that the elements of SM are exactly those that can be
written as (6.2) with both B ⊆ M (for the X-part of the support), and with
∆B ⊆M (for the Z-part of the support).

At this point it is extremely useful to represent these neighbourhoods as
the columns ηi of the adjacency matrix Γ of the graph G (see (3.6)). The
symmetric difference ∆B of all neighbourhoods combined then is represented
by the binary vector ηB :

ηB =
⊕

i∈B
ηi, (6.3)

where the addition is performed over the binary field; now ηB(j) = 1 only for
those j ∈ ∆B. Thus, supp(P ) ⊂ M if and only if B ⊆ M (for the X-part),
and ηB(j) = 0 ∀j ∈M⊥ (for the Z-part).

W.l.o.g. M can be taken to be the first k nodes of V . The vector ηB can
then be split into its parts regarding M and M⊥. The necessary condition
then becomes that the latter part is equal to the zeros vector:

ηB =


 η

(M)
B

η
(M⊥)
B


 =


 η

(M)
B

0


 , (6.4)

where 0 indicates a zeros vector of adequate length. Note that the equality
η
(M⊥)
B = 0 does not hold in general for any B, but only whenever the Z-

support is indeed contained in M .
Similarly, the adjacency matrix Γ itself can be written in block form:

Γ =


 Γ(M,M) Γ(M,M⊥)

Γ(M⊥,M) Γ(M⊥,M⊥)


 , (6.5)

where the matrix Γ(A,B) indicates the sub-matrix of Γ with the rows and
columns indexed by A and B, respectively. The sub-matrix Γ(M⊥,M) is exactly
the matrix whose columns are the vectors η(M

⊥)
i (i.e. ηi split into parts as in

(6.4)):
Γ(M⊥,M) =

[
η
(M⊥)
1 η

(M⊥)
2 . . . η

(M⊥)
M .

]
(6.6)

In other words, Γ(M⊥,M) represents the M⊥-part of the neighbourhoods ηi
for every node in M .

Using (6.3), any η
(M⊥)
B can then be written as a linear combination of

these columns:
Γ(M⊥,M)xB = η

(M⊥)
B , (6.7)



6.1 The reduced stabilizer for a graph state Page 96

where xB is the binary vector of length1 k ‘selecting’ the nodes in B.
The Pauli P associated with B has support contained in M if η(M

⊥)
B = 0

(see (6.4)). Combining this with (6.7), this results in the condition:

Γ(M⊥,M)xB =



0
...
0


 . (6.8)

It follows that every element P ∈ S corresponds to a unique vector xB for
which (6.8) holds. These vectors are exactly the elements of the kernel (over
Fk2) of the (n − k) × (k) matrix Γ(M⊥,M), so that determining the reduced
stabilizer SM is the same as finding the solutions to a set of n − k linear
equations.

This set of solutions forms a linear subspace of Fk2 , and every element
of it uniquely represents an element of the reduced stabilizer. By Def. 12
and (2.24), the dimension of this subspace, which is the nullity of Γ(M⊥,M),
is exactly the stabilizer dimension dM . Since it is efficient to compute the
nullity of a matrix, this provides an efficient method to determine the stabilizer
dimension dM of a graph state |G⟩ for any marginal M .

Eq. (6.8) and its insights can, beyond calculating dM , additionally be used
to obtain representations of the actual elements of the reduced stabilizer SM .
More specifically, a basis {bl}dMl=1 of the above subspace exactly represents a
set of generators {g(M)

l } for SM :

g
(M)
l =

∏

i∈M |bl(i)=1

gi, (6.9)

where bl(i) is the i-th element of the vector bl.
Beyond the two examples already discussed earlier, Fig. 6.1 presents two

other examples of non-trivial marginals. The marginal M3 = {4, 5, 8}, high-
lighted in blue, has no generators whose support is contained within M3.
Similarly, any product of two generators results in a Pauli operator that has
support outside of M3 as well. However, the product g4g5g8 = X4X5X8 res-
ults in a Pauli operator with support contained in M3, which means that the
marginal is not trivial. There is only one surviving element, so that dM3

= 1.
The marginal M4 = {1, 2, 4}, highlighted in yellow, has multiple non-

trivial elements, however. The generator g1 = X1Z2 remains, and so does the
product g2g4 = Z1X2X4. These two elements can be seen as a generating
set for SM4

= {I, g1, g2g4, g1g2g4}, so that the marginal dimension for M4 is
dM4

= 2.
1The length of xB is k because it has already been (implicitly) assumed that B ⊂ M .



Page 97 6. Characterizing Entanglement

6.2 The rank of reduced states as an invariant
It is straightforward to show that the rank of any marginal cannot change

under local unitary operations, as the following theorem shows (also shown
in [3] and Pub. [G] ([55])).

Theorem 2. Let ρ and σ be two LU-equivalent stabilizer states with respective
stabilizers Sρ and Sσ, so that ρ = UσU† for some U ∈ LU . Then for any
choice of subset M ⊂ {1, 2 . . . , n}, their reduced states have equal rank:

rnk(ρM ) = rnk(σM ). (6.10)

This rank is called the marginal rank (w.r.t. M).
Furthermore, the reduced stabilizers SρM and SσM have equal dimension as

well:
dρM = dσM . (6.11)

Proof. Because U ∈ LU , it holds that U = UM ⊗ UM⊥ for any choice of M .
ρM can easily be computed in terms of the reduced state σM :

ρM = trM⊥
[
ρ
]
= trM⊥

[
(UM ⊗ UM⊥)σ (UM ⊗ UM⊥)

† ]
= UMσMU

†
M .
(6.12)

Thus, the reduced states ρM and σM are related by a unitary operation. It
follows directly that their rank is identical. As M was chosen arbitrarily,
it holds for any reduced state of ρ and σ. From (2.27) it follows that the
dimensions of the reduced stabilizers are equal as well.

Thm. 2 shows that the rank of the reduced state is indeed an LU-invariant
for any choice of M . It follows that having the same marginal rank or dimen-
sion for every choice of M is a necessary condition for any pair of states to be
LU-equivalent. Together with the analysis of sec. 6.1, this allows for an easy
to compute method to determine if graph states are LU-inequivalent.

One example is given in Fig. 6.2. The three graphs from the figure are all
from different LU-orbits, because their highlighted marginals have different
dimensions.

6.3 Identifiers derived from the rank invariant
Fig. 6.2 shows that it can be very useful to consider more than one

marginal at the same time to decide on LU-equivalence, especially when more
than two graph states are to be considered. In general it is useful to categorize
the marginal dimensions of a graph in a consistent approach, to facilitate
comparisons of graphs regarding LU-equivalence. A first concept that offers
such categorization is the marginal list, which can be defined for any marginal
size k.
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Figure 6.2: Three 6-qubit graph states |G1⟩ , |G2⟩ and |G3⟩, where two different
marginals are highlighted. The three graph states all belong to different LU-
orbits. This follows from an inspection of the highlighted marginals. |G1⟩
has for both highlighted marginals dM = 0. |G2⟩ has that the red marginal
is non-trivial with dM = 1, but the blue marginal is trivial. For |G3⟩, both
highlighted marginals are non-trivial with dM = 1.

Definition 26. For an n-node graph G with vertex set V , and marginal size
k < n, the k-body marginal list lGk is the length-(k + 1) vector

lGk =
[
Lk,G0 Lk,G1 . . . Lk,Gk

]
, (6.13)

where Lk,Gi (for 0 ⩽ i ⩽ k) is the number of all k-body marginals M ⊂ V with
stabilizer dimension dM = i:

Lk,Gi = |{M ⊂ V ||M | = k, dM = i}|. (6.14)

When context permits G is dropped, so that the marginal list is written lk.

In other words, the marginal list lGk is a vector of length k + 1, where the
i-th entry is the number of k-body marginals of G with marginal dimension i.
Using Thm. 2 it is straightforward to see that the marginal lists of two graph
states from the same LU-orbit are identical, which means that the marginal
list lGk can function as an identifier of LU-orbits. Note that for connected
graphs the last entry in the vector always equals zero. Furthermore, note
that the sum of the entries of lGk is always equal to

(
n
k

)
, the total number of

k-body marginals.
The marginal list lGk can distinguish many different LU-orbits (e.g. lG2 is

different for all three graphs from Fig. 6.2), but cannot represent where the
marginals of a given dimension are. This means that it can fail to distinguish
graph states even though they are LU-inequivalent. Notably, two elements
from a single entanglement class may be from different LU-orbits, but the
marginal list will never be able to distinguish them. For example, Fig. 6.3
shows two graphs that are not in each others LU-orbit, even though their
marginal lists lk coincide for every k.
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Figure 6.3: Two graphs that can not be distinguished by their two-body rank
lists lG2 , as they contain the same number of two-body marginals with dM = 1.
However, the positions of these marginals are different, so that their marginal
tensors TG

k are different. From this it can be concluded that the graphs are
LU-inequivalent. Note that the two graphs are representatives of two different
LU-orbits from the entanglement class of the |L4⟩ state, shown in Fig. 4.1.

It can therefore be necessary to not only categorize the number of mar-
ginals with every dimension, but additionally how they relate to one another,
i.e. the ‘positions’ of the marginals w.r.t. the nodes. For this, it is useful to
define the marginal tensor.

Definition 27. For an n-node graph G with vertex set V , and a marginal
size k < n, the (k-body) marginal tensor TGk is the tensor defined as

TGk =
(
Ti1···ik

)
i1,...,ik∈V , (6.15)

where the entries of the tensor are defined as

Ti1···ik := d{i1,...,ik}, (6.16)

with double occurrences of nodes in the set {i1, . . . , ik} understood to be re-
moved. When context permits G is dropped, so that the marginal tensor is
written Tk.

In other words, the entry of the tensor indexed by {i1, i2, . . . , ik} is ex-
actly the dimension of the marginal of the graph state |G⟩ given by M =
{i1, i2, . . . , ik}. As noted in the definition, these indices {ij} are not necessar-
ily unique, so that double occurrences are dropped. This leads to 1 ⩽ |M | ⩽ k.
In turn, this means that the marginal tensor of dimension k contains the di-
mensions of all marginals of size ⩽ k. Furthermore, note that the marginal
tensor is supersymmetric.
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Similarly to the marginal list, the marginal tensor functions as an identifier
of LU-orbits: from Thm. 2 it is straightforward to see that the marginal
tensors of two graph states from the same LU-orbit are identical. Because
the positions of the marginals are represented by the tensor as well, it can
distinguish strictly more graphs than the marginal lists. Indeed, the two
graphs from Fig. 6.3, while having identical marginal lists, have different
marginal tensors. From this it can be concluded that they are LU-inequivalent.

Distinguishing entanglement classes
The power of the marginal tensor TGk to additionally represent the location

of marginals with given dimensions can be helpful to distinguish LU-orbits. As
e.g. shown in Fig. 6.3, it can distinguish more graphs than the rank lists can.
However, for distinguishing entanglement classes, this is counterproductive.
Indeed, because it represents the ‘location’ of the marginals, the marginal
tensor TGk is not invariant under permutations of the nodes. This means
that two elements from the same entanglement class may have different TGk ,
which makes them unsuitable as an identifier of entanglement classes. Indeed,
Fig. 6.3 contains an example of this: the two graphs are permutations of each
other and therefore from the same entanglement class, but their rank tensors
T2 are not equal.

On the other hand, the rank list is permutation invariant, and thus suit-
able as an identifier of entanglement classes. Still, it loses some information
w.r.t. the marginal tensor, as it contains no information whatsoever regarding
the (relative) positions of the marginals.

To circumvent this loss, it is desirable to obtain an identifier that is both
permutation invariant and contains information regarding the relative loca-
tions. Such an identifier is formed by the marginal eigenvalue, which can be
derived from the marginal tensor.

Definition 28. For an n-node graph G with vertex set V , and a marginal
size k < n, take its marginal tensor TGk as defined in Def. 27. Let H be
the Hermitian k × k matrix obtained after summing TGk over k − 2 arbitrary
axes. Let {λ1, λ2, . . . λk} be the k real eigenvalues of H. Define the marginal
eigenvalue tGk as the product of non-zero eigenvalues {λi}:

tGk =
∏

λi ̸=0

λi. (6.17)

When context permits G is dropped, so that the marginal eigenvalue is written
tk.

Because eigenvalues are invariant under simultaneous permutation of the
rows and columns of a matrix, tk is permutation invariant. Moreover, it
directly inherits its LU-invariance from Tk. Therefore, the marginal eigenvalue
is indeed an identifier for entanglement classes.
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Higher order marginals
The examples that have been shown so far all make use of the two-body

marginal dimensions to show the LU-inequivalence of sets of graphs. This is
not always adequate, as Fig. 6.4 shows: all two-body marginals of the two
depicted graphs are maximally mixed, so that no conclusion can be made re-
garding their LU-equivalence. However, the highlighted three-body marginal,
for which the two graphs have different marginal dimensions, shows that they
are indeed LU-inequivalent.

G1 G2

Figure 6.4: Two graph states |G1⟩ and |G2⟩ with the same dimension for all
their two-body marginals, which are all trivial (i.e. maximally mixed). Nev-
ertheless, the two graph states are LU-inequivalent, as the highlighted three-
body marginal shows: that marginal for G1 is non-trivial with dM = 1, but
the same marginal for G2 is trivial.

Thus, it can be necessary to increase the marginal size k to determine LU-
inequivalence of a set of graphs. A higher k is computationally more intensive
(the number of k-body marginals of an n-qubit state is super-exponential in
k, see also sec. 6.6), so it is not always preferred to increase the marginal size.
It is thus an important question how well the identifiers perform w.r.t. the
choice of k; this will be studied in sec. 6.4.

It should be noted that there is a limit after which increasing k cannot
provide new insights. By (2.28), the marginal rank of any marginal M is
directly determined by the marginal rank of its counterpart M⊥. It follows
that calculating Tk, lk or tk for any k > ⌊n2 ⌋ is superfluous: it is completely
determined by its respective counterpart of marginal size k′ = n− k, which is
easier to calculate.
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6.4 Performance of the identifiers
It is the goal to assess how well the identifiers perform in their task of

categorizing graphs into LU-orbits or entanglement classes. Because the mar-
ginal tensor Tk is the only identifier that is not invariant under permutations,
it is the only identifier that is tested in its power to distinguish LU-orbits.
The marginal list lk and marginal eigenvalue tk are tested in their power to
distinguish entanglement classes.

Two figures of merit are used to assess the performance of the identifiers.
These figures of merit can be computed for graphs and marginals of any size
n or k, and are detailed as follows:

· The ratio of the number of different identifiers to the total number of
LU-orbits (for Tk) or entanglement classes (for lk and tk); this ratio is
denoted r(Tk), r(lk) or r(tk).

· The probability that two random labelled (for Tk) or unlabelled (for
lk and tk) LU-inequivalent graph states are evaluated to have identical
identifiers; this probability is denoted p(Tk), p(lk) or p(tk).

The first figure of merit reflects how well the identifiers perform to label
different orbits or classes. If one wants to categorize all LU-orbits or entan-
glement classes, it is exceedingly useful to obtain a unique identifier for every
one of these orbits. The ratio r(·) reflects how many different identifiers there
are. In general, it holds that 0 < r(·) ⩽ 1, where a ratio of 1 indicates that
every LU-orbit or entanglement class is labelled with a unique value for the
identifier. A ratio that approaches zero indicates that the identifier fails to
label any LU-orbit or entanglement class uniquely. As such, the performance
of the identifier is better for higher ratios r(·), because then there are more
unique labels.

The second figure of merit focusses more on graph states themselves. Con-
sider, for example, the situation where graphs with equal identifiers are always
assumed to be from the same LU-orbit. In such a setting, if different LU-orbits
have identical values for the identifier Tk, this would inadvertently lead to in-
correct conclusions. However, if this equal labelling happens only for two
comparatively small LU-orbits, the fact that they are labelled with the same
identifier is a relatively minor issue. It is then extremely likely that the mu-
tual LU-(in)equivalence of two random graphs can faithfully be determined,
since in such a case there are only a few cases that lead to false positives.

In general, it holds that 1 ⩾ p(·) ⩾ 0, where a probability of 0 indicates
that any two graphs that are LU-inequivalent or from different entanglement
classes will always be correctly distinguished. This means that a faithful de-
cision on LU-(in)equivalence can always be taken. On the other hand, if the
probability approaches 1, it means that no two graphs that belong to different
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LU-orbits or entanglement classes can be distinguished. Thus, the perform-
ance of the identifier is better for lower probabilities p(·), as inconclusive
results or false positives are then less likely to occur.

The test of performance is facilitated by an online database of every local
complementation orbit of graphs up to 9 qubits, which is provided as supple-
mentary material of [115] and can be found at [136]. The database contains
a representative of every LC-class (see sec. 4.3), which means that two points
need to be taken into consideration:

· If the database is used as-is to test for LU-equivalence, essentially it is
assumed that the LU-LC conjecture is true for all graphs in the data-
base. As noted before (see sec. 4.4.2), the conjecture is indeed true for
all entanglement classes up to 8 qubits [116, 138], but special care is
warranted for larger graphs or orbits.

· Not considering the above point, the database provides representat-
ives of entanglement classes. To test the performance of Tk (i.e. for
distinguishing LU-orbits) representatives of every LU-orbit need to be
obtained. These need to be computed from the representative of the
entanglement class by calculating all its permutations and categorizing
those into separate groups of LU-orbits, as explained in sec. 4.3.

6.4.1 Performance for LU-orbits
The two figures of merit are calculated for the marginal tensor Tk for all

LU-orbits2 of size 3 ⩽ n ⩽ 8 and of all LC-orbits of size 9, and marginals of
size 2 ⩽ k ⩽ ⌊n2 ⌋. The results are shown in Tab. 6.1.

For small graphs, identifying the two-body marginal dimensions (i.e. tak-
ing k = 2) provides enough information to uniquely label all LU-orbits - at
the same time increasing k would not provide any extra insights, as explained
at the end of sec. 6.3 (see additionally (2.28)). For n = 6, which is the lowest
graph size for which the three-body marginals are independent from the two-
body marginals, T2 proves considerably less effective than T3. This behaviour
is the same for larger graphs as well: increasing k always provides a higher
ratio and a lower probability.

Moreover, for graphs up to 8 qubits, there always exists a marginal size
k such that the identifier works flawlessly: the ratio reaches 1, indicating
that every LU-orbit has a unique value for the identifier, and the probab-
ility reaches 0, indicating that every pair of LU-inequivalent graphs can be
distinguished.

At the same time, for a fixed marginal size k the performance deteriorates
drastically as n increases. Only identifying two-body marginals, for 6 nodes

2Actually, the database technically covers LC-orbits instead of LU-orbits. [116] showed
only that the LU-LC conjecture is true LC-classes and entanglement classes, but the results
of this section show that it holds for LU- and LC-orbits as well. This means that LC- and
LU-orbits of graphs up to and including 8 nodes are indeed identical.
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n r(T2) r(T3) r(T4) p(T2) p(T3) p(T4)

3 1 - - 0 - -
4 1 - - 0 - -
5 1 - - 0 - -
6 0.52 1 - 0.05 0 -
7 0.13 1 - 0.12 0 -
8 0.02 0.88 1 0.22 0.0001 0
9 0.001 0.48 0.999 0.37 0.0004 3e-10

Table 6.1: The performance of Tk as an identifier of LU-orbits is tested by
computing the figures of merit r(Tk) and p(Tk) for all marginal sizes 2 ⩽ k ⩽
⌊n
2
⌋ and all LU- (or LC-)orbits of size 3 ⩽ n ⩽ 9. If r(Tk) = 1, every LU-orbit

has a unique Tk, which can thus serve as a unique identifier for the orbit. If
p(Tk) = 0, two random LU-inequivalent graphs will always be distinguished
by their marginal tensor. Perfect labelling is obtained for all graphs of size
n ⩽ 8, provided a large enough k is used. For 9 qubits no identifier has this
desirable property. Indeed, LU-inequivalent graphs exist that have the exact
same structure for their marginal dimensions; sec. 6.5 addresses these in more
detail.

the number of unique labels is only roughly half the number of LU-orbits
(consider e.g. Fig. 6.4); for 9 nodes this is reduced to about just 0.1%.

Interestingly, this effect is less pronounced for the probabilities. Even
though for n = 6, k = 2, there are only about half as many unique labels
as there are LU-orbits, the probability of obtaining a false positive (i.e. as-
suming that two LU-inequivalent graphs with the same identifier T2 are LU-
equivalent) is only 5%; even for graphs of 9 nodes the probability is well under
50%.

Increasing the marginal size to k = 3 increases the performance consid-
erably: T3 performs perfectly for graphs of size 6 and 7, and false positives
are extremely unlikely for 8 and even 9 nodes. Nevertheless, marginals of size
k = 4 are needed to correctly identify and label all 8-node LU-orbits.

For n = 9, the marginal tensor fails to perform perfectly even for k =
4; the reason for this is that there are two different orbits with the exact
same structure for their marginal dimensions, so that their marginal tensors
inevitably are identical as well. Representatives of both orbits are shown in
Fig. 6.7. Interestingly, the cut-off between perfect and imperfect performance
lies exactly at the boundary of the lower bound to the LU-LC conjecture [116,
138].

As explained above, the graphs in Fig. 6.7 are two representatives of
LC-orbits rather than LU-orbits; it is thus known that these two represent-
atives cannot be distinguished by their marginal tensors, even though they
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are LC-inequivalent. This makes for an interesting pair of graphs, as they are
LC-inequivalent without a conclusive answer regarding their LU-equivalence.
In other words, the pair forms a potential counterexample to the LU-LC
conjecture. This pair is the only such candidate for n = 9, and their LU-
(in)equivalence is addressed in more detail in sec. 6.5.

6.4.2 Performance for entanglement classes
Similar to the LU-orbits, the two figures of merit are calculated for every

entanglement class of size 3 ⩽ n ⩽ 8 and LC-class of size 9, and for marginals
of size 2 ⩽ k ⩽ ⌊n2 ⌋. The figures of merit are calculated for both lk and tk.
The results for lk are listed in Tab. 6.2, and the results for tk are listed in
Tab. 6.3.

n r(l2) r(l3) r(l4) R p(l2) p(l3) p(l4) P

3 1 - - 1 0 - - 0
4 1 - - 1 0 - - 0
5 1 - - 1 0 - - 0
6 0.73 0.82 - 1 0.01 0.01 - 0
7 0.42 0.85 - 0.92 0.17 0.03 - 0.03
8 0.15 0.54 0.56 0.94 0.30 0.05 0.03 0.01
9 0.04 0.34 0.70 0.83 0.44 0.05 0.01 0.01

Table 6.2: The performance of lk as an identifier is tested by computing the
figures of merit r(lk) and p(lk) for all marginal sizes 2 ⩽ k ⩽ ⌊n

2
⌋ and all

entanglement classes of size 3 ⩽ n ⩽ 9 . Note that for n = 9 the set of LC-
classes (see sec. 4.3) is used, as explained at the start of sec. 6.4. These are
not necessarily exactly the same as the entanglement classes, which concern
LU-equivalence. If r(lk) = 1, every entanglement class has a unique lk, which
can thus serve as a perfect identifier for the class. If p(lk) = 0, graphs from
two randomly selected but different entanglement classes are always correctly
distinguished. The columns R and P detail the ratio and probability when
the identifiers for every different k are combined.

As with the LU-orbits, increasing the marginal size k for a fixed n always
provides better results. Still, perfect results are only obtained for entangle-
ment classes up to 6 nodes; entanglement classes of larger graphs can never
be perfectly labelled for any single k.

Fixing k and increasing n again shows quick deterioration: the ratio r(l2)
goes from 1 (n = 5) to 0.73 (n = 6) down to just 0.04 (n = 9). Similar
behaviour exists for l3, but r(l4) is actually higher for n = 9 than for n = 8.
This is most likely an oddity w.r.t. the 8-node graphs.

Similarly to the LU-orbits, the probabilities show the same behaviour as
the ratios, although with less severe deterioration. The probability of a false
positive for any graph size never exceeds 3%, provided a large enough k is used.
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Fixing k = 3, even for entanglement classes of size 8 and 9 the probability
never exceeds 5%. Moreover, the discrepancy with the ratio of l4 being better
for 9 nodes than for 8 nodes can not be found for the probabilities.

Interestingly, combining the results for multiple marginal sizes k (i.e. the
columns marked R and P) can provide more insights than any individual
k alone. Consider for example the ratios: the 6-qubit entanglement classes
cannot be labelled perfectly by using either l2 or l3. However, when both are
used as a label at the same time, the ratio becomes 1, meaning that every en-
tanglement class is uniquely identified. Similar behaviour is shown for larger
graphs, although here no perfect labelling is retrieved by combining the dif-
ferent marginal sizes. The combination of multiple marginal sizes can provide
an improvement for the probabilities as well. However, here the effect is far
less pronounced: only for the entanglement classes of 8 nodes the combination
actually provides a better result.

This means that there are pairs of entanglement classes that have the exact
same 3-body marginal dimensions, even though at least one 2-body marginal
differs in dimension. An example of such a pair is given in Fig. 6.5: l3 is
equal for both graphs, but l2 is able to distinguish them. This shows that
focusing solely on larger k can be counterproductive.

G1 G2

Figure 6.5: Two graph states |G1⟩ and |G2⟩ that are from different entangle-
ment classes, which can be shown by comparing their marginal lists. Indeed,
for k = 2 the lists are different: lG1

2 = [16, 5, 0] but lG2
2 = [18, 3, 0]. All non-

trivial two-body marginals have been highlighted; since they differ in number,
the inequivalence of the two graphs follows. Interestingly, their marginal lists
for k = 3 coincide: lG1

3 = lG2
3 = [12, 22, 1, 0], so that their inequivalence can-

not be determined from the three-body marginals. This shows that a higher
k does not always offer a better or even equally performing identifier, but can
be counterproductive.

Additionally, a perhaps unexpected phenomenon occurs. The marginal
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lists are able to provide a larger ratio for the 8-node graphs than for the
7-node graphs. This is perhaps, at least in part, explained by the fact that
combining the marginal lists of different k is especially effective for 8 nodes:
for no single k the ratio exceeds 0.56, but combining all marginal lists obtains
a ratio of 0.94.

For the probabilities a similar phenomenon occurs, not only for the 8 node
graphs, but for the 9 node graphs as well. Indeed, a lower probability of false
positives can be obtained for both these sizes compared to the 7 node graphs.

n r(t2) r(t3) r(t4) R p(t2) p(t3) p(t4) P

3 1 - - 1 0 - - 0
4 1 - - 1 0 - - 0
5 1 - - 1 0 - - 0
6 0.73 1 - 1 0.01 0 - 0
7 0.46 1 - 1 0.16 0 - 0
8 0.19 0.89 1 1 0.30 0.0001 0 0
9 0.06 0.73 0.998 0.998 0.44 0.01 1e-06 1e-06

Table 6.3: Similarly to lk in Tab. 6.2, the performance of tk as an identifier is
tested by computing the figures of merit r(tk) and p(tk) for all marginal sizes
2 ⩽ k ⩽ ⌊n

2
⌋ and all entanglement classes of size 3 ⩽ n ⩽ 9 (with the caveat

that for n = 9 the set of LC-classes is used, as explained at the start of sec. 6.4).
If r(tk) = 0, every entanglement class has a unique tk, which can serve as a
unique identifier for the class. If p(tk) = 0, graphs from two randomly selected
but different entanglement classes are always correctly distinguished.

In general, the behaviour for the marginal eigenvalues tk is similar to that
for lk, but overall it performs better than the lists. Most importantly, the
overall behaviour of Tk for LU-orbits (i.e. Tab. 6.1) is retrieved. In particular
this means that up to 8 nodes there is always a k that perfectly distinguishes
all entanglement classes. An example of a set of entanglement classes that
cannot be distinguished by their marginal lists lk but can be by their marginal
eigenvalue tk can be found in Fig. 6.6.

Additional similar behaviour is apparent: fixing k, the performance de-
teriorates quickly with increasing n. Again, this is more severe for the ratios
than for the probabilities. For e.g. n = 9, the ratio has dropped down to
r(t2) = 0.06, but there is still less than a 50% chance that a false positive
occurs. In general, the probabilities for a false positive are exceedingly small,
or zero, for large enough k.

Again for 9 nodes there is no perfect labelling possible, similar to the case
for Tk with LU-orbits. This shows that the two aforementioned graphs with
the exact same structure for their marginal dimensions (i.e. those shown in
Fig. 6.7 and addressed in more detail in sec. 6.5) are not just LC-inequivalent,
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G1 G2 G3

Figure 6.6: Representatives |G1⟩ , |G2⟩ and |G3⟩ of three different entanglement
classes. It holds that lG1

k = lG2
k = lG3

k , so that the marginal lists are not able
to distinguish the classes. However, tG1

3 , tG2
3 and tG3

3 are all different, so that
the marginal eigenvalue can be used to distinguish the classes. This shows
that sometimes a marginal eigenvalue is able to distinguish classes that no
marginal list can.

but they belong to different LC-classes (see sec. 4.3) as well.
Contrary to the marginal lists, combining identifiers of different marginal

sizes k does not provide any extra information compared to individual tk’s,
which is the same behaviour as for the marginal tensor. For a marginal tensor
of size k, the marginal tensor of lower size k′ < k is ‘embedded’ into Tk, which
means that no information can be lost by increasing k. Due to the nature
of how it is computed, tk could theoretically have this flaw, but as is evident
from the results it does not occur.

6.5 Different LC-orbits with equal identifiers
Tabs. 6.1 and 6.3 show that, as explained before, there are separate LC-

classes and LC-orbits that have the same structure for their marginal dimen-
sions. This means that they cannot be distinguished by Tk or tk, respectively,
for any marginal size k. Fig. 6.7 shows two graphs L and R, whose asso-
ciated graph states are representatives for two different LC-orbits OLC(|L⟩)
and OLC(|R⟩) that have the same structure for their marginal dimensions,
i.e. TLk = TRk for every k. They form the smallest example of such a pair of
LC-orbits, and the only nine-qubit example.

The identifiers are invariants for LU-operations, but the two graphs are
known to be from different LC-orbits. Therefore, it is in principle possible
that |L⟩ and |R⟩ are LU-equivalent, even though they are LC-inequivalent,.
This would make them the smallest counterexample to the LU-LC conjecture,
because it holds true for at least all graph states up to 8 qubits (see [116] for
entanglement classes, or Tab. 6.1 for LU-orbits).

However, it indeed holds |L⟩ and |R⟩ are LU-inequivalent as well, which
is the statement of Lemma 12 from Pub. [G] ([55]). For a proof the reader
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is referred to that publication. This shows that there are LU-orbits and
entanglement classes that cannot be distinguished by the structure of their
marginal dimensions, and therefore by any of the identifiers presented in this
chapter.

1 2 3

4 5 6

7 8 9
L

1 2 3

4 5 6

7 8 9
R

Figure 6.7: Two graph states |L⟩ and |R⟩ that are LC-inequivalent. Still, the
dimensions of all of their marginals align, so that their Tk’s are the same for
every k. This means that no conclusion can be made regarding their LU-
inequivalence from their marginal tensors. Therefore, they form a potential
counterexample to the LU-LC conjecture. However, in Pub. [G] ([55]) it is
shown that the graphs are indeed LU-inequivalent.

As a final interesting note, there are pairs of isomorphic graphs that can-
not be distinguished by their marginal tensors for any k, but are still LU-
inequivalent. This shows that there are separate LU-orbits from a single
entanglement class with the exact same structure for their marginal dimen-
sions. One example is formed by the Peterson graph, which can be found in
Fig. 6.8, also presented in Pub. [G] ([55]). It holds that EC(|P ⟩) = EC(

∣∣∣P̃
〉
),

but OLU(|P ⟩) ̸= OLU(
∣∣∣P̃
〉
), even though TPk = T P̃k for every k.

6.6 Efficiency of the introduced methods
It is exponentially hard to compute the marginal for an arbitrary quantum

state. However, the method presented in sec. 6.1 can be used to compute the
stabilizer dimension of any k-body marginal by calculating the nullity of the
(n− k) × (k) binary matrix Γ(M⊥,M). This can be performed by Gaussian
elimination over F2, which has a complexity of O((n− k)k2) or O((n− k)2k),
whichever is lowest. Because calculating the marginal dimension of any mar-
ginal with k > ⌊n2 ⌋ is not relevant (see sec. 6.3), the complexity of calculating
dM is O((n− k)k2).
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P P

Figure 6.8: The two graphs P (the Peterson graph) and P̃ are isomorphic:
permuting all ‘inner’ with all ‘outer’ nodes of one graph results in the other.
Hence, the graph states |P ⟩ and

∣∣∣P̃〉
are part of the same entanglement class.

Moreover, beyond their marginal lists lk and eigenvalues tk, their marginal
tensors Tk coincide as well. However, they are not LU-equivalent; this shows
that there are cases were different LU-orbits cannot be distinguished by the
methods presented in this chapter, even though they are part of the same
entanglement class.

For a given graph size n and marginal size k, there are
(
n
k

)
= n!

(n−k)!·k!
marginals. This means that, using Sterling’s approximation, calculating the
dimensions dM of every M with a fixed size k is O(k

3
2−knk+1). It follows that

the complexity of calculating lk or Tk of an n-node graph G for k ⩾ 2 is of
that same order.

For tk, the eigenvalues of an n×n Hermitian matrix have to be calculated.
Although there technically exist bounds that are lower, in practice this is
O(n3). Thus, calculating tk is O(k

3
2−knk+1), or O(n3) if given access to Tk.

6.7 Conclusion
The methods that are presented in this chapter can be used to inspect

the local equivalence of graph states, and by extension stabilizer states. They
consider LU-equivalence, so that the methods are more versatile than the
results that focus solely on LC-equivalence that were presented in chapter 4.

It should be noted that recent work, Pub. [H] ([117]), introduces a new
method to verify the LU-equivalence of graph states. It is an algorithm that
works similar to the Bouchet algorithm for LC-equivalence (see sec. 4.4): it
takes two graphs as input, and outputs either NO if the two graphs are not LU
equivalent, or outputs an exact form of the local unitary operator under which
they are equivalent. The first step of the algorithm involves an inspection of
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the marginals dimensions such as presented in this chapter. A subsequent
step of the algorithm is exactly the method used in Pub. [G] to show that
the two graphs from Fig. 6.7 are LU-inequivalent.

This chapter has focussed on equivalence of graph states solely under local
unitary operations. Although e.g. chapter 5 addresses the more general setting
that includes measurements, it does this for a very specific set of resource and
target states. The effect of measurements on the stabilizer dimension can
be studied, so that potentially the methods presented in this chapter can be
adapted to assess the equivalence of graphs when node deletions are included.

Part II has introduced and discussed, through chapters 4 to 6, various
methods to study, characterise and manipulate multi-partite entanglement in
networks. Part III, the next part of this thesis, aims to discuss the utiliza-
tion of multi-partite entanglement in quantum networking and cryptography.
More specifically, the usage of multi-partite entanglement is studied in net-
working tasks where anonymity must be guaranteed. In such anonymous
settings, the identity of the nodes of a network that are involved in the net-
working protocols must remain hidden from other parties.
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QUANTUM CRYPTOGRAPHY

In part II the question was addressed how to manipulate or obtain different
forms of entanglement in quantum networks, with a focus on multi-partite
entangled states. Part III takes a turn to a more operational topic, by study-
ing how multi-partite entanglement can be used in networking protocols to
realise cryptographic tasks. Specifically, the topic of anonymous conference
key agreement (ACKA) is discussed in chapters 8 to 10.

Conference key agreement (CKA) is a generalisation of the well-known
topic of quantum key distribution (QKD) to more than two parties. QKD
provides a method for two parties in a network to establish a secret key that
can be used for cryptographic tasks.

The topic of anonymity in quantum networking is relatively new. Here,
the goal is not to hide e.g. the content of a message, but rather the iden-
tity of the source, or recipient, or both. As such, it can be interpreted as
an addendum to the requirements of a cryptographic protocol: ACKA aims
to provide conference key agreement, with the added requirement that the
involved parties remain anonymous.

This chapter introduces the concepts regarding QKD that are applicable
to this thesis. For completeness, the basics of cryptography that are relevant
to this thesis are discussed first, in sec. 7.1. In sec. 7.2, the fundamental
concepts of QKD are introduced, and an intuition behind its functionalities
and security is discussed.



7.1 Basics of cryptography Page 116

Modern QKD thrives because of rigorous security definitions, that cover
both the secrecy and correctness of the generated key. Secrecy indicates that
the key is only known to the parties that are communicating, colloquially
referred to as Alice and Bob. Correctness indicates that the keys that Alice
and Bob generate are identical. Section 7.3 provides this rigorous security
definition.

An integral part of any QKD protocol to obtain security is post-processing,
which can be understood as a collection of steps to perform error correction,
providing correctness, and privacy amplification, providing secrecy. These
post-processing steps, and how they imply security through security proofs,
are addressed in sec. 7.3 as well.

Conference key agreement, the generalization of QKD to more than two
parties, is addressed in sec. 7.4. Subsequently, the concept of anonymity is
introduced in sec. 7.5, which specifically discusses anonymous conference key
agreement (ACKA), the topic of chapters 8 to 10 that are based on Pubs. [A]
to [E]. The chapter is concluded in sec. 7.6.

The contents of this chapter are largely an introduction based on literat-
ure [7, 17, 72], with the exception of sec. 7.5, whose contents (including the
definitions of anonymity) were originally presented in Pubs. [A] and [C].

7.1 Basics of cryptography
Cryptography is a field of research with a wide range of applications. The

original and most widespread application is that of private communication,
which this chapter will mostly focus on. More specifically, the setting has two
parties that are colloquially known as Alice and Bob but also referred to as
A and B1. Alice and Bob want to communicate: they want to exchange a
message, usually assumed to be sent by Alice to Bob. Alice and Bob are phys-
ically separated from each other, but can communicate over e.g. the internet.
Either way, they cannot prevent anyone from inspecting their messages, read-
ing and potentially copying them. Complementing the names Alice and Bob,
this eavesdropper is known as Eve, or just E, and is additionally referred to
as the adversary. The means of communication that allow Alice to send a
message to Bob is referred to as a channel. Since any potential adversary is
assumed to be able to read the contents of the message, the channel is said
to be a public channel.

To prevent Eve from being able to read the message Alice encrypts the
message m, resulting in a cyphertext c. Instead of sending m she sends c over
the public channel: Eve then has access only to c, but not tom. Provided Alice
and Bob use a good encryption scheme, m cannot ‘reasonably’2 be obtained

1A and B is used to refer to the quantum systems of A and B as well, if they have one.
2What is meant by reasonably is addressed later in this section.
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from c, so that Eve is not able to read the message. Bob, upon receiving c,
decrypts the cyphertext and recovers the original message m.

It is then the question why Bob would be able to decrypt the message,
whereas Eve is not able to do so. To obtain this desired effect, Alice and Bob
need to use a shared secret k, called the key. The encryption and decryption
both use k, so that without it decryption is not possible. This means that the
key needs to be strictly secret and only shared between Alice and Bob. There
are two solutions to realise this:

• Before the protocol runs, Alice and Bob meet and agree on a secret key,
or they use a trusted courier (i.e. a ‘private’ channel). This is usually
referred to as a pre-shared secret.

• Alice and Bob perform public key exchange [139], so that they can agree
on a secret key. The most well-known examples of public key crypto-
graphy are Diffie-Hellman key exchange [57] and the RSA cryptosystem
[58].

The first option is not always applicable or practical, but the second op-
tion is only possible using assumptions on the power of the adversary. More
specifically, the key exchange process is facilitated by calculations that are
straightforward to perform in one direction, but are hard to invert. The
assumption is then that these calculations are too hard to perform for the
adversary, and therefore these assumptions are called computational assump-
tions. The most well-known example of such a one-way function is calculating
the product of two co-prime numbers, which comes from the RSA cryptosys-
tem. Computing products of two numbers is straightforward with simple
computers, but factoring to retrieve the two original co-prime numbers from
their product is increasingly hard. This task generalizes to the discrete log-
arithm problem, which additionally is the relevant one-way function of most
Diffie-Hellman key exchanges.

Factorization and solving the discrete logarithm problem is classically hard
to perform, but there exist efficient quantum algorithms to perform these
tasks - most notably the celebrated Shor’s algorithm [61, 62]. Hence, with the
recent advent of (rudimentary) quantum computers [59, 60], there is a need
for different methods to obtain shared secret keys.

Quantum Key Distribution (QKD) aims to provide shared secret keys by
the communication of quantum signals. In principle, this approach allows
for information-theoretic security: no assumptions or restrictions are put on
the adversary, but the security of the process comes from the laws of phys-
ics. Providing that our understanding of nature is correct, QKD can provide
unconditional security3.

3An implicit assumption that is still present is that the communication channels are
authenticated, which will be discussed shortly.
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7.1.1 Security of the key
Regardless of what method Alice and Bob use to obtain a shared secret key,

it results in Alice having a key kA and Bob having a key kB . In the ideal case
kA = kB = k, but in an imperfect scenario the two keys will not be identical.
Still, the keys need to be strongly correlated (see sec. 1.4): knowing kA gives
a lot or all information regarding kB , and vice versa. At the same time, kA
and kB must be as uncorrelated as possible with whatever information Eve
has access to. This information is referred to as Eve’s side information, and
includes all communication over public channels and any quantum registers
that Eve may have. Non-perfect cases, which are inevitable in the real world,
need to be carefully treated. Under such careful treatment, even when the
keys are not completely correlated with each other, or completely uncorrelated
with Eve’s side information, security can be obtained. An intuition why QKD
provides security is discussed in sec. 7.2, while sec. 7.3 addresses security and
how to prove it in more detail.

7.1.2 Authenticated channels
The concept of public channels allows anyone to see the contents of a

communicated message, but an important assumption on the channel usually
remains: it is often the case that the channel is authenticated, which means
that Bob knows that the message came from Alice. Such an authenticated
channel is usually necessary to perform many cryptographic tasks, including
QKD. To realize an authenticated channel is not a trivial task, but the RSA
cryptosystem can be used to implement one. However, this would nullify
the purpose of QKD, as RSA resides on computational assumptions. QKD,
aiming to provide unconditional security, would then inevitably make use of
RSA, which it is trying to replace.

The security and effectiveness of QKD is debated mostly regarding the
topic of channel authentication. A somewhat unsatisfying solution is offered
by the perspective that, even if assumptions must be made, these assumptions
must hold only during the QKD-process, resulting in ever-lasting security af-
terwards. This is in contrast to purely classical methods: there, all encrypted
communication can be copied and stored during transmission, and cracked
and decrypted later4.

Another approach is to utilize a shared secret between Alice and Bob to
realize an information-theoretic authenticated public channel. If the key that
is created is longer than what was initially necessary to realize the authen-
ticated channel, there is a net positive amount of key that comes out of the
protocol. Repeated rounds of QKD can then realize an arbitrary amount of
secret key. In this sense, QKD is a key-growing or key-expanding protocol.
This is the approach taken in this thesis as well: Alice and Bob are always

4An adversary model aptly named store-now-decrypt-later. It is believed to be widely
used currently by many larger parties, with the promise of quantum computers on the
horizon to eventually break the current encryption.
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assumed to have a shared initial secret, from which they can obtain more
information-theoretically secure key.

7.2 Introduction to quantum key distribution
QKD is not a single set of rules, but a conglomeration of different tech-

niques and methods that all involve quantum communication to realize secure
and secret key. BB84 [6], the first proposed QKD protocol, is a prepare-and-
send protocol [17]: in such protocols, Alice prepares a quantum state and
sends this (over a public quantum channel) to Bob. Other prepare-and-send
protocols include the six state protocol [140] and the B92 protocol [141].

Modern security proofs [1] obtain security for prepare-and-send protocols
by a reduction to equivalent entanglement-based protocols [17], that utilize
entangled states and the non-classical correlations that they can provide to
obtain security. The most well-known entanglement-based protocols are E91
[142], which essentially performs a Bell test [34, 83] to guarantee that any
adversary must be uncorrelated with Alice and Bob, and BB92 [143], which
is closely related to BB84 and does not involve a Bell test. BB92 is easier to
implement than E91, but E91 has a stronger security guarantee. In particular,
due to the Bell test, less trust needs to be put in the hardware that Alice and
Bob use to implement the protocol. As such, E91 can be seen as the first
device independent QKD (DI-QKD) protocol [144], where (at least some of)
the hardware of Alice and Bob is treated as a black box. Eve is assumed to
have full power over this hardware. Surprisingly, security is still possible in
such a scenario, but performance is often detrimentally affected in comparison
with QKD protocols that are not device independent.

There exist myriad other, different QKD protocols [17] that function in
many distinct ways, but a complete overview is beyond the scope of this thesis.
Instead, this introduction focusses on entanglement-based protocols only.

7.2.1 The basics steps of a QKD protocol
Any QKD protocol can be understood to consist of four or five separate

parts, of which only the first actually involves quantum communication. The
other steps are considered post-processing and are purely classical, but do in-
volve (classical) communication. In the first step, one or more quantum states
are prepared, communicated as quantum signals and subsequently measured.
The communication is not necessarily from Alice to Bob: the direction could
be reversed, and it is also common that a third party is involved, who cre-
ates the quantum states that Alice and Bob receive. Additionally, there are
two-way QKD protocols, in which the quantum signals are being sent forth-
and-back. These are addressed briefly in sec. 7.2.2.

After the communication, Alice, Bob or both perform some measurement
resulting in an outcome on their respective quantum systems A and B; these
outcomes form the basis of the ultimate key. The choice of measurement basis
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is usually random for every party that measures, and it needs to be recorded.
This first step is repeated many times, so that enough key can be created.
This concludes the quantum part of the protocol.

The second step, called sifting, involves discarding part of the generated
measurement results. Sifting does not occur in every protocol, but is necessary
for every round where Alice and Bob used incompatible measurement bases -
what is considered incompatible is dictated by the specific protocol. What is
left over is known as the raw key, with length L, referred to as the block size.

Due to the presence of noise in the quantum channel and a (potential)
adversary that is interfering, the sifted raw keys of Alice and Bob might not be
identical or secret. Integral to QKD is that active interference of an adversary
would always result in a certain type of noise on the raw key, which can be
estimated. This noise needs to be accounted for in later steps, but these steps
reduce the length of the raw key - the worse the noise, the more raw key has to
be forfeited. If the amount of noise reaches a certain threshold, it is assumed
that Eve has interfered to such an extent that no secret key can be created.
It is therefore vital that the noise levels are estimated and compared against
pre-determined thresholds - this step is known as parameter estimation.

The noise that is not attributed to an adversary results in incorrect keys:
Alice’s and Bob’s raw keys are not identical. This would render them unusable
in any cryptographic application, so that the differences between the two
raw keys have to be corrected. The step called error correction performs
this, which involves some public communication between the two parties, and
allows Bob to correct any errors his raw key might have w.r.t. Alice’s raw key.
Error correction involves another round of public communication, so that the
success of the error correction can be verified.

Any noise that can be attributed to Eve, is assumed to be caused by
her. The amount of correlation (measured in a suitable entropic measure,
see sec. 1.4) that Eve can have with the raw key (identical for Alice and Bob
after error correction), is directly computed from the amount of noise. This
correlation with the raw keys is removed by Alice and Bob by distilling the
secret key from the raw key. The final step, privacy amplification, provides
this: it distils a secret key of length ℓ < L from the raw key.

The necessary reduction in key length by privacy amplification is upper
bounded by the amount of side information that Eve can have. This includes
the amount of correlation computed from the noise level, and additionally
includes the amount of public communication during error correction.

To simplify analysis it is often assumed that L→ ∞. However, for finite L,
finite effects are introduced in the parameter estimation, which additionally
have to be accounted for. In this finite regime, the parameter estimation is
imperfect, so special care in the security proofs needs to be taken. This can
greatly complicate the analysis, especially for smaller block sizes L. Such
finite key effects reduce the key length ℓ further, but their influence vanishes
for larger block sizes. These finite key effects are largely determined by the fact
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that, for smaller L, there is a larger ambiguity in the estimated parameters.
To still provide security, this statistical uncertainty is taken in the ‘worst-case’
interpretation, so that the estimate of the noise level becomes much higher
than its true level.

If the noise levels are too high, or the finite key effects are too strong
(i.e. when L is too small), no distillation is possible with a non-negative secret
key length. Increasing the block size always provides better parameter estima-
tion, so that ℓ is (relatively) larger for larger L, even for fixed noise parameters.
To emphasize the dependence on the block size, the secret key length ℓ will
usually be written as a function of L in this thesis, i.e. ℓ(L). It is thus natural
to consider the ratio of amount of secret key per block size L. This ratio is
called5 the key rate r, and is monotonically increasing with L and decreasing
with the noise parameter.

In the setting that an infinite number of rounds have occurred, all the finite
key effects have vanished. In this asymptotic regime, the key rate becomes
the asymptotic key rate ra:

ra = lim
L→∞

ℓ(L)

L
. (7.1)

For many QKD protocols, finite key effects become unimportant for a block
size of L ∼ 109, so that the finite and asymptotic key rates practically coincide.

7.2.2 Other topics in QKD
There are various topics and details that have not been addressed in the

previous sections, even though they warrant mentioning. They are listed here
in arbitrary order.

Attenuated laser pulses and the PNS attack
Early QKD protocols like BB84, E91 and BB92 all assume that the quantum

signals that are being communicated are true single-qubit states. Although a
single qubit can be represented by a single photon, in practice it is extremely
hard, if not impossible, to create a single photon and send it over macroscopic
distances without it being lost. To circumvent this, an attenuated laser pulse
can be used instead: a coherent bundle of single-wavelength photons that
follow a Poisson distribution with an average photon number µ that is below
one. Such beams of light are much easier to communicate over long distances,
but they involve intricacies due to the fact that the signal is not represented by
a single qubit any more. More specifically, even though the average number
of photons µ is below one, there is a finite chance that multiple photons exist
in the channel, which can create problems for security. The most well-known

5To call this the key rate is a convention used by theorists. Experimentalists, on the
other hand, might use the term ‘key rate’ for something else, namely roughly the number
of generated raw key bits per ‘channel uses’ (e.g. laser pulses). These two notions are
incompatible.
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such problem is the photon number splitting or PNS attack [145, 146], where
Eve ‘snoops’ any extra photon that might exist in the channel. Without
alteration of the underlying protocol, this has strong implications on security
and drastically affects the key rates, but methods exist to remedy this attack.

Indeed, by sending decoy states [147–149] this attack can be mitigated. In-
stead of sending the normal pulse with average photon number µ, a decoy state
pulse can be randomly sent. This decoy state pulse has an average photon
number randomly chosen from a pre-determined set of values; only after all
communication has happened the average photon numbers are communicated.
Other approaches exist, like the SARG04 protocol [150], which circumvents the
PNS attack by not directly communicating the measurement bases (necessary
for sifting), but encoding them in two non-orthogonal quantum states (much
like the B92 protocol).

Another approach to solve the PNS attack is to not use an attenuated
laser as the quantum signal source, but instead use a source that is able
to create a photon distribution that is much more close to a true single-
photon distribution. Most notable are the quantum dots [151], which provide
a distribution that results, at least in theory, in stronger key rates than decoy-
state methods.

Continuous variable QKD
Modern security proofs [1] don’t assume that the transmitted signals are

single qubits, but model the quantum states in Hilbert spaces of arbitrary (but
finite) size. This means that the signal is still discrete (i.e. a superposition of
a discrete number of basis states), so that these types of protocols are known
as discrete variable- (DV-) protocols [17].

In comparison, continuous variable- (CV-) protocols [17, 152–154] use con-
tinuous signals in infinite Hilbert spaces [155, 156]. Such CV protocols are
less prone to noise and have a higher theoretical limit on the key rate per
channel use. However, even though security proofs exist [157, 158], both er-
ror correction and finite key effects are much harder to address, which makes
CV-QKD less practical with current technologies.

Two-way QKD
All protocols that have been named involve Alice sending a (quantum)

signal to Bob, or a third party distributing entanglement between the two
parties. These protocols are known as one-way protocols, as they involve
signals going from one location to another, but never back over the same
channel.

In contrast, two-way QKD protocols [159, 160] involve multiple rounds of
quantum communication back and forth between Alice and Bob. In a two-way
protocol, Bob applies a unitary transformations to the signal before sending it
back, instead of immediately measuring it. Such protocols allow, in principle,
for high key rates, but are greatly affected by noise. Moreover, due to their
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two-way nature and because they involve unitary operations on the signal,
they are considerably harder to implement than most one-way protocols.

Measurement device independent-QKD
Measurement device independent- (MDI-) QKD protocols [161, 162] can be

seen as a ‘time-reversed’ BB92 protocol: instead of a third party distributing
entangled states between Alice and Bob, the two parties send BB84-encoded
states to a third party, usually referred to as Charlie. Charlie subsequently
measures the two incoming quantum signals together in the Bell basis, and
announces the measurement outcome.

For the correct Bell state outcome (that is obtained with non-unit prob-
ability), Alice and Bob are guaranteed to have correlated input states if they
used the same basis to encode their states. As such, they do not have to an-
nounce the states that they encoded, but merely the bases. This means that
Charlie does not need to be trusted, and at the same time that neither Alice
nor Bob need to have access to a measurement device, that can be costly and
impractical.

Security assumptions
In every QKD protocol there are certain assumptions made - sometimes

explicit, sometimes implicit. Great care needs to be taken to charter these
assumptions, because a protocol that fails to meet these assumption may
be rendered insecure. A good example is given by the PNS attack: the as-
sumption that the quantum signal is a single qubit is not met, while security
implicitly assumed this to be the case. Many other so-called side-channel at-
tacks, colloquially known as quantum hacking [17], are made possible by not
carefully laying out the assumptions. In a way, one can view DI-QKD as the
result of removing as many assumptions as possible.

The PLOB bound
The different types of protocols that have been discussed can all obtain dif-

ferent keyrates, where certain types perform notably better than others. Nev-
ertheless, there exists a fundamental limit to key rates that any type of pro-
tocol cannot exceed. This bound is known as the PLOB-bound and is named
after the four authors that introduced it in [163]. It does not assume any
structure for a QKD protocol, but instead is derived purely from quantum in-
formation theoretic arguments by invoking channel capacities [36]. It provides
an ultimate limit on asymptotic key rates that any type of DV- or CV-QKD
protocol may obtain. However, the bound is for repeater-less communication:
they can be overcome by introducing quantum repeaters [164], which are es-
sential building blocks of a global quantum internet that extend the reach of
entanglement by performing entanglement swapping (see Tab. 2.3).
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7.2.3 Quantitative intuition for security in QKD
In a basic entanglement-based QKD protocol, Alice starts by preparing a

Bell pair |B00⟩, after which she sends half of the pair to Bob6. Alice and Bob
both measure their respective qubits randomly in either the computational or
the Hadamard basis. Whenever they picked the same basis, their outcomes
are perfectly correlated, as writing |B00⟩ in either the Z or X basis shows:

|B00⟩ ∝ |00⟩+ |11⟩ = |++⟩+ |−−⟩ . (7.2)

Thus, Alice and Bob perform their measurements in the random bases, and
only after obtaining their measurement outcomes they announce their chosen
basis. If the bases coincide, they can use their measurement outcomes as the
key, since their outcomes are perfectly correlated. If they had opposite bases,
they discard their measurement (i.e. sifting). By repeating these steps they
can create secret key of any length.

The fact that perfect correlations in two different bases can be obtained
has no classical analogue, and provides the fundament for security of QKD. If
the adversary Eve were to intercept the quantum signal, she could e.g. measure
the qubit, and then send it to Bob. However, such a measurement will make
the qubit collapse to the measurement outcome, which means that Alice’s
qubit collapses to the same outcome (see (7.2) and the discussion around
Tab. 2.2). Importantly, Eve has to make a choice whether to measure in
the Z or X basis. Consider, for example, that she measures in the X basis,
and obtains the outcome |+⟩. After she forwards the qubit, the state that
Alice and Bob have is thus |++⟩; if Alice and Bob happen to both measure
in the Z-basis, their outcomes are individually random - they are completely
uncorrelated. The possible outcomes are, all with equal probability, (0, 0),
(0, 1), (1, 0), (1, 1): half of these outcomes are not correctly correlated. Thus,
if Alice and Bob verify their outcomes, they find out - with 50% probability -
that their outcomes have the wrong parity. A total of m repetitions of these
tests would fail to catch Eve with probability 2−m, which is exponentially
small in the number of such tests.

Therefore, it is vital that Alice and Bob use part of their measurement
outcomes to verify the parities. Because Eve may act maliciously only dur-
ing those rounds that are not used for verification, it is important that the
selection of verification rounds is random, and only selected after the meas-
urements have taken place. Alternatively, Alice and Bob could secretly co-
ordinate this choice beforehand, but Eve should not learn this selection.

Moreover, even in the absence of any adversary the correlations will never
be perfect due to noise. Any modern protocol allows for some noise, and
therefore for some of these verification rounds to fail. Although somewhat

6Alternatively, this could be in the other direction, or there could be a server distributing
the state. The important point is that, after the communication has happened, Alice and
Bob share an EPR pair.
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imprecisely stated, the rate of failure of these verification rounds can be re-
ferred to as the error rate of the implementation. Sometimes, this is called
the (X-basis) ‘QBER’ (Quantum Bit Error Rate) or QX . Additionally, an
estimate must be made for the error rate in the rounds which are not used
to verify the signal, but for the actual key generation. This key-generation
error rate might be independent from QX , and is often named7 QZ or Z-basis
QBER. An estimate of both these error rates needs to obtained, which is
done during the parameter estimation step8 of the protocol. Often there is a
pre-determined maximum threshold that Alice and Bob have agreed upon, so
that when they find a QBER that exceeds this, they abort the protocol.

The attack by Eve proposed above covers only one specific strategy that
she might use, so that the analysis so far is not a complete security proof.
Taking a more abstract but completer perspective, the security of QKD follows
from the monogamy of entanglement [165]. Loosely stated, it means that when
two qubits A and B are entangled with each other, neither can be entangled
with another quantum system C. If Eent(A : B) is a suitable entanglement
measure [35] (like e.g. the entanglement entropy, see Def. 6), this monogamy
can be quantified:

Eent(A : B) + Eent(A : C) ⩽ Eent(A : BC) (7.3)

One consequence from (7.3) is that, if Eent(A : B) is maximal, then

Eent(A : C) ⩽ Eent(A : BC)− Eent(A : B) = 0. (7.4)

An entanglement measure vanishes on separable states, so the monogamy
of entanglement guarantees that if A and B are maximally entangled, E is
completely separable from A (and, by extension, from B). In other words,
maximally entangled states cannot be entangled with any other system, which
mean that they can not be correlated either.

7.3 Security of QKD
The discussion in sec. 7.2 provides context and intuition for the security

of QKD, but it makes no rigorous statements. Moreover, it does not even
properly define what it means for a key to be secure, let alone how any key
generated by QKD adheres to such a definition. This section makes all these
topics more precise. First, in sec. 7.3.1 a rigorous definition of security is

7In principle ‘X’ and ‘Z’ are arbitrary labels for the testing and key generation rounds,
but it is often the case that these rounds indeed involve measurements in those specific
bases, e.g. in the protocols introduced in chapters 8 and 9.

8Sometimes a pre-determined estimate of QZ is used instead of estimating it during the
protocol run, as it does not affect security to do so, and errors in the key are either solved
by error correction, or the protocol is aborted. However, it is vital that QX is determined
during the protocol, as security is derived from it.
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given. The methods that obtain security in QKD under this definition are
addressed in the rest of the section. Specifically, sec. 7.3.2 discusses error
correction, the tool to assure that the keys of Alice and Bob are identical.
Section 7.3.3 discusses the concept of privacy amplification, which is the tool
to assure that the generated key is uncorrelated with the adversary Eve, and
therefore secret. How these tools exactly provide security under the rigorous
definition is detailed by a security proof of a protocol, which is discussed in
sec. 7.3.4.

7.3.1 Security definition
Beyond the intuition that it provides, the monogamy of entanglement, as

introduced in the previous section, allows for a more quantitative approach.
Let A and B be the quantum systems of Alice and Bob, and let E be the
combination of all the quantum systems and classical registers that Eve has
access to, that together contain her side information. The complete state of
A, B and E is ρABE , some statistical mixture of pure states in HABE . If the
reduced state ρAB = trE [ρABE ] of Alice and Bob is equal to the Bell pair:

trE [ρABE ] = |B00⟩⟨B00| , (7.5)

then it follows from the monogamy of entanglement that the state ρABE must
be separable over the bi-partition AB : E, so that the full state may be written
as:

ρABE = |B00⟩⟨B00| ⊗ ρE , (7.6)

for some arbitrary state ρE . This is the basis of DI-QKD: if Alice and Bob
can confirm that they share the state |B00⟩ (or any other maximally entangled
state), they are guaranteed that the state is correlated with nothing else, not
even other parts of their own hardware, or any secret side channels that Eve
might have implemented in either of their labs.

Still, verifying that the entanglement is indeed maximal is not easy; in gen-
eral, extra steps need to be taken which will affect the key rates. Moreover,
(7.6) provides, in a sense, too much: what is needed is not a statement on
the state that Alice and Bob share w.r.t. the adversary, but rather a state-
ment on how their generated keys, kA and kB , are correlated with Eve’s side
information.

Historically, security was defined [166, 167] in terms of the mutual inform-
ation IM (kA : kE) [7, 36] between Alice’s key kA and a (hypothetical) key kE
in the possession of Eve, or the definition was adapted to use the accessible
information [7, 36] instead. However, intricate problems with this definition
mean that the key can only be regarded secure as long as it is not used in any
subsequent application [168, 169], and thus the definition does not imply any
practical security [170].

The problems are solved by the concept of composable security, developed
originally in the scope of classical cryptography [171] and subsequently adap-
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ted to the quantum setting [168]. Notably, the framework of abstract cryp-
tography [172, 173] provides an approach where security is defined in terms
of closeness to some ideal scenario. This scenario is represented by the ideal
result of a QKD protocol, the state ρideal:

ρideal =
1

|K|
∑

kA∈K
|kA⟩⟨kA| ⊗ ρE , (7.7)

where K is the set of all allowed keys, which is usually the set of all bit strings
of a fixed length ℓ. Note that this state is not on the compound system AE,
but rather on the compound system XAE, where XA is a classical register
that holds the key of Alice. Therefore, the ideal state disregards the quantum
system of Alice: this allows, as noted earlier, to derive a statement on the
correlation between Eve’s side information and just the key of Alice, instead
of her entire quantum system. Ultimately, this means that the security of a
QKD protocol can be stated in terms of the output key only, and not in terms
of the quantum system of Alice (which would, as noted earlier, be doing ‘too
much’).

Note that the ideal state does not contain Bob’s key kB . This is because
the definition of security is split into two parts, so that correctness and secrecy
are covered separately. Correctness ensures that kA and kB are identical, and
secrecy ensures that Alice’s key is uncorrelated with any side information of
Eve; by extension Bob’s key is then secret as well.

No implementation of any QKD protocol will ever be perfect, and there-
fore only approximate security can be obtained. This introduces the need of
security parameters, usually denoted with ε << 1, that represent the level of
security that the protocol provides. The actual state ρXAXBE is then a state
with classical registers XA and XB holding the keys kA and kB of Alice and
Bob, and a quantum register E representing all side information in possession
by Eve. This state needs to be close to the ideal state; how close is encoded
by the security parameter. This allows εc-correctness and εs-secrecy to be
defined:

Definition 29. [78] A QKD protocol that outputs kA and kB is εc-correct if:

Pr [kA ̸= kB ] ⩽ εc. (7.8)

Definition 30. [78] A QKD protocol is εs-secret if:

Dtr(ρXAE , ρideal) ⩽ εs, (7.9)

where Dtr(a, b) denotes the trace distance (see (1.29)).

Note that, as mentioned before, Bob’s register is dropped in the definition
of secrecy. However, this has no effect on security [174]. Finally, a QKD
protocol is (εc + εs)-secure if it is εc-correct and εs-secret9.

9In both Defs. 29 and 30 the concept of robustness [175] has been omitted. A more
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7.3.2 Error correction
Because the definition of security separates correctness and secrecy, they

can be addressed separately. Correctness is addressed first using error correc-
tion, which is also known as information reconciliation [176]. At this point
in the protocol, Alice and Bob are assumed to have keys kA and kB that are
not necessarily equal, but are at least highly correlated (i.e. Bob’s key has
some, but not too many errors compared to Alice’s key). The relative num-
ber of errors, i.e. the error rate, can be quantified by e.g. upper bounding the
conditional Shannon entropy H(kA|kB) (see Def. 3).

To correct these errors, Alice and Bob use an error correction scheme:
Alice calculates the error syndrome es from her key kA, and sends this over a
public channel to Bob. The error syndrome is a bit string that characterizes
the key kA but is considerably shorter than it, and therefore cannot contain
a complete characterization of the key. However, the error correction scheme
allows Bob, given kB and es, to decode a key k′B that is the same as kA with
extremely high probability:

k′B = dec(kB , es). (7.10)

The length of the error syndrome plays an important role and depends on the
chosen error correction code. If es is chosen too short, the code may fail to
correct all the errors of kB w.r.t. kA. At the same time, it should be chosen as
short as possible: it must be communicated publicly, so that all information
of kA that is encoded in the syndrome is learned by Eve. The theoretical min-
imum of the length of es is given by the aforementioned conditional entropy
[177], but real error correction will suffer from some inefficiency f > 1. This
results in a lower bound of the relative length of the error syndrome:

es
|kA|

⩾ fH(kA|kB), (7.11)

where |kA| is the length of the key kA. Still, codes exist that can obtain
f →+ 1 and thus can get arbitrarily close to the theoretical minimum rate.

The quantityH(kA|kB) must be estimated, which Alice and Bob do during
parameter estimation by e.g. cross referencing part of their keys kA and kB .
Note that this reduces the effective length of kA and kB : this cross-referencing
is done using the public channel, so that these communicated bits can not be
used as raw key any more.

In the asymptotic limit, (7.11) will reduce10 to the binary entropy h2(QZ)

complete definition would include this, but it is not strictly necessary for the current dis-
cussion. Robustness roughly encompasses the notion that a QKD protocol should, in the
presence of ‘not-too-much-noise’, still succeed with a decent probability.

10This reduction only works well if the different errors in the bit string are independ-
ent from each other, i.e. uncorrelated with other errors in the bit string. In the standard
practice of DV-QKD, where the measurement outcomes that lead to the raw key are binary
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(see (1.40)) of the QZ error rate [77]:

es
|kA|

= h2(QZ). (7.12)

Although this is a theoretical limit, there exist many practical codes that can
approach the limit for many different error rates QZ and key lengths |kA|.
A choice that is often used is a low-density parity check code (LDPC) [178],
for instance that of the DVB-S2-standard [179]. Finally, note that instead of
estimating QZ during the protocol, Alice and Bob can use a pre-determined
characterisation of the typical Z-basis QBER.

To obtain an actual quantitative bound on the correctness of the key, Alice
and Bob need to verify the error correction scheme. For this they use a two-
universal hashing function [180, 181], which is a function that takes the key as
input and outputs a hash: a bit string of length t < n. Alice and Bob compute
their respective hashes, tA and tB , both with length t. Alice communicates
her hash tA to Bob over the public channel, and Bob verifies that tA = tB .
The relevant property of two-universal hashing functions is that, if tA = tB ,
it is extremely unlikely that kA ̸= kB [1]:

Pr [kA ̸= kB |tA = tB ] ⩽ 2−t. (7.13)

From (7.13) and Def. 29 it is thus immediate that εc-correctness is obtained
when t = log 1

εc
. Note that εc scales (inverse) exponentially with the hash

length, which is a highly desirable property. This means that the hash is
relatively small, and independent of the key size.

7.3.3 Privacy amplification
Privacy amplification, the final step of a QKD protocol, is arguably the

most important, because it provides the actual secret key. As stated before, an
upper bound to the amount of side information that Eve has can be directly
computed from the X-basis QBER QX . Additionally, the public communica-
tion during error correction (i.e. both the error syndrome and the hash) needs
to be accounted for.

Privacy amplification can intuitively be understood as removing any left-
over correlation between the key and any side information in the possession
of Eve. This step is made possible by once again applying a two-universal
hashing function, because of another property of two-universal hashing func-
tions that can be interpreted as the inverse of (7.13): for two inputs to the
hashing function that are not exactly the same, it is extremely unlikely that
the outputs are the same. As such, the outputs are truly uncorrelated, even

outcomes, this is a sound assumption. In CV-QKD the measurement outcomes are continu-
ous, so they are first discretised and then mapped to a bit string before error correction.
This makes the (bit-)errors highly correlated between each other, which complicates the er-
ror correction process. This is one of the reasons why CV-QKD, although better in theory,
performs worse in practice.
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though the inputs might be somewhat correlated. Again, the length ℓ of the
output of the two-universal hashing function is necessarily shorter than the
length |kA| of the input.

To obtain a truly random key, the key length must be reduced by at
least the amount of information that Eve can have about the original key.
This is upper bounded by her side information, estimated by QX , plus that
information she can learn from the public communication. It is hard to exactly
determine how much information Eve can learn from this communication, but
it can never be more than the lengths (in bits) of the error syndrome and hash.

In the asymptotic limit, the amount of Eve’s side information is given by
the binary entropy of QX , and sec. 7.3.2 explained that the length of the
error syndrome is given by the binary entropy of QZ . Subtracting these, this
results in an asymptotic key rate ra:

ra = 1− h2(QX)− h2(QZ). (7.14)

Note that (7.14) does not depend on the hash length. The length of the hash
is independent of the key length, as explained in sec. 7.3.2, and therefore
vanishes in the asymptotic limit. In practice, Alice and Bob often choose the
(type of) hashing function in advance, so that they use a fixed error rate Qtol

instead of the true QX in the privacy amplification. They then verify that
QX is not above this threshold. The benefit in doing so is that then only
one of the two parties needs to be able to estimate QX , but it comes with
the drawback that technically they could obtain a longer secret key by using
QX . Furthermore, note that the hashing function should be chosen randomly
from a family of two-universal hashing functions during the protocol - this
choice is usually made by Alice and can be communicated publicly to Bob,
but choosing it during the protocol, instead of pre-determining it, ensures
security11.

Note that in the asymptotic limit, the dependence of the key rate on the
security parameters has vanished, exactly because the guarantees given by
(7.13) and the reverse statement for privacy amplification are only dependent
on the length of the hash, but not of the input.

In the finite regime, the key rate will indeed be dependent on the security
parameters and block size L. Furthermore, using different security proofs,
a single QKD protocol might have different keyrates. Security proofs are
discussed in more detail in the next section.

7.3.4 Finite keys and security proofs
A security proof is a complete proof that shows that a specific QKD pro-

tocol is (εc + εs)-secure, usually for security parameters that can be chosen
11In this setting, the two-universal hashing function is a randomness extractor [182].

For technical reasons [182–184], this extractor needs a seed, an (uncorrelated) random bit-
string, which makes the random choice from the family. Recently, seedless extractors were
considered [185]. However, these cannot function with the conditional min entropy [186] as
the extractor promise, so the left-over hashing lemma can not be used.
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arbitrarily small. In doing so, it gives (an upper bound on) ℓ, the amount of
secret key that can be obtained - which is usually dependent on the desired
values of the security parameters. Security proofs exist for both general DV-
QKD protocols [1] and general CV-QKD protocols [157, 158], and additionally
for more specific types of protocols like MDI-QKD [187] and DI-QKD [144].

An indispensable tool in these proofs is the leftover hashing lemma [1,
78]. It provides an upper bound to the trace distance from Def. 30 in terms of
the smooth conditional min-entropy Hε′

min(kA|ρE) (see (1.45)), and guarantees
that by using privacy amplification an εs-secret key can be extracted with the
length:

ℓ = Hε′
min(kA|ρE) + 2− 2 log

(
1

ε

)
, (7.15)

for any ε > 0 and ε′ > 0 s.t. ε+ 2ε′ ⩽ εs [46].
Aided by the leftover hashing lemma, proving security reduces to obtaining

a bound on the smooth conditional min-entropy Hε′
min(kA|ρE). There exist

many different techniques that can provide such a bound. If Eve is assumed to
attack every round of quantum communication independently and identically
(the i.i.d. setting), the smooth conditional min-entropy reduces [188] to the
smooth von Neumann entropy (see (1.48)), which is much easier to estimate.

This i.i.d. setting is somewhat contrived: Eve may very well combine clas-
sical side information of different rounds together (known as collective at-
tacks), or perform an attack on all the quantum signals combined (known as
a coherent attack). It is possible to perform a reduction to the i.i.d. case in
these scenarios, by e.g. using the asymptotic equipartition theorem [189] based
on de Finetti’s theorem [36, 78], or using the related post-selection technique
[190]. However, these methods generally give very loose bounds, so that they
do not perform well in terms of the secret key length.

Another method of bounding the smooth conditional min-entropy is known
as entropy accumulation [191, 192]. This method arises naturally in DI-QKD
settings but doesn’t provide particularly strong bounds either. Recently, gen-
eralized entropy accumulation [193] was proposed to improve these bounds.

The method of bounding the smooth conditional min-entropy that has seen
a lot of success in recent years, uses entropic uncertainty relations [1, 194, 195],
which are reminiscent of the Heisenberg uncertainty principle [196]. Indeed,
the raw key kA follows from Z-basis measurements on A; (hypothetical) X-
basis measurements on the same system wouldn’t commute with these Z-basis
measurements, so that kA can be expected to obey some uncertainty relation
with the outcomes of such X-basis measurements, denoted xA. This intuition
is quantified by relating the smooth conditional min-entropy Hε

min(kA|E) of
kA with the smooth conditional max-entropy Hε

max(xA|B) of xA (see (1.47)).
Together they obey the following uncertainty relation [1, 46, 194]:

Hε
min(kA|E) +Hε

max(xA|kB) ⩾ L, (7.16)
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where L is the length of the raw key12. The smooth conditional max-entropy
Hε

max(xA|B) is solely determined by the registers in possession of Alice and
Bob and does not depend on the adversary Eve; it reduces to the binary
entropy of the X-basis QBER in the asymptotic limit.

Note that, in principle, Hε
max(xA|B) is a quantity regarding the quantum

systems associated with the key generation rounds. Those systems are already
measured in the Z-basis for key generation, so that Hε

max(xA|B) cannot be
directly estimated. However, by using statistical methods it can be estimated
from the outcomes of the verification rounds instead; such a specific estimate
is included in the security proof in chapter G for the protocol presented in
chapter 9.

7.4 Generalization to more than two parties
The generalization of QKD to more than two parties is known as conference

key agreement (CKA) [43, 188]. Besides a single Alice, it involves multiple
receivers, usually referred to as the Bobs Bi. Alice and all the Bobs together
form the participants. Both DV (discrete variable) [40, 42, 197] and CV
(continuous variable) protocols [41, 198, 199] exist, but only DV protocols are
considered in this thesis. In these protocols, various multi-partite entangled
states are used, most notably the GHZ state (e.g. in [40, 197]) and the |Wn⟩
state (e.g. in [42]):

|Wn⟩ =
1√
n
(|100 . . . 0⟩+ |010 . . . 0⟩+ · · ·+ |000 . . . 1⟩) . (7.17)

In chapter 8 GHZ-based CKA protocols are considered. The basic principle
of the GHZ state that allows the participants to generate keys is given by
the perfect correlations of Z-basis measurement outcomes: as soon as any
participant measures in the Z-basis, the state collapses to either |0 . . . 0⟩ or
|1 . . . 1⟩, so that any other participant obtains the same (Z-basis) measurement
outcome.

Post-processing steps in CKA are largely the same as for bi-partite QKD.
An error correction code that corrects errors with a rate Q can correct errors
with a lower rate as well. The maximum bi-partite Z-basis QBER of Alice
with every individual Bob can thus be taken as the error rate; Alice announces
her error syndrome, so that all Bobs can individually correct their keys. Af-
terwards, Alice announces the hash of her key, which every Bob individually
can compare against the hash of their key. Privacy amplification is even more
straightforward, as all participants can apply the hash on their own corrected
raw key, resulting in the shared secret key.

12The equation as presented here has been simplified by omitting the complementarity
[1]. Complementarity is a value that reflects how well the measurement bases in a QKD
protocol ‘complement’ each other, which is not always perfect in real setups.
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Security in the asymptotic regime can follow from the fact that the GHZ
state is verified [2, 200]: instead of measuring their qubits in the Z basis to
generate key, every participant measures their qubit in either the X or Y
basis. Due to the stabilizer nature of the GHZ state, the outcomes of these
measurements must be perfectly correlated, provided the total number of Y -
basis measurements is even. The participants can thus verify by announcing
and subsequently inspecting their measurement bases and outcomes. Repe-
tition of such verification rounds allows the participants to obtain a bound
estimating how close their state ρA,B{i},E is to the desired state: the GHZ
state distributed only between the participants, and some arbitrary state ρE
that is completely separable form the participants’ quantum state.

In the finite regime, the verification of the underlying GHZ state could
offer security as well, but (similar to the QKD case) the security can also be
stated immediately on the generated key itself. Indeed, the leftover hashing
lemma (see (7.15)) paired with a suitable selection of estimation method for
the smooth min-entropy remove the need of verifying the underlying GHZ
state.

Verification and security will be addressed in more detail in chapters 8
and 9. These two chapters present different CKA protocols that are ad-
ditionally anonymous, where beyond the message itself, the identity of the
participants is hidden from the rest of the network as well.

7.5 Anonymity in networking protocols
QKD and CKA can provide security in communication, so that parties in

a network can communicate without anyone else in the network being able
to learn the contents of their communication. Nevertheless, by running the
protocols, it is clear for anyone that can monitor the network traffic that the
participants are communicating. It may be the case that e.g. Alice wishes
to hide not the contents of her message, but her identity as the origin of the
message. That is, she wishes to remain anonymous: her identity as the sender
remains hidden to anyone else in the network, even after the protocol has ran.
Similarly, Bob as the designated receiver may wish to remain anonymous,
although in this case it is only sensible to hide his identity from anyone in the
network except Alice.

These examples show a more general point: anonymity should be defined
with respect to the other parties in the network. This allows for different
‘levels’ of anonymity: e.g. Alice may wish to hide her identity from anyone in
the network except her chosen receiver Bob, or additionally even from Bob
himself.

In the setting with more than two parties, this can generalize to even
more different settings. In a CKA protocol where Alice chooses any number
of Bobs from the network as receivers, she may wish to hide her identity from
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everyone in the network, or just from those nodes that she didn’t choose to
be a receiver.

Simultaneously, she may wish that the designated receivers are only aware
of their own role, but not who else in the network is a receiver. In contrast, if
the receivers know who in the network are the other receivers, a weaker level
of anonymity is obtained. In such a setting the participants merely form a
special ‘group’ in the network; the rest of the network is then referred to as
the non-participants.

Defining anonymity has to take all these considerations into account.
Moreover, consider the perspective of any non-participant that may wish to
learn the identity of e.g. Alice. For this non-participant, determining which
node in the network is Alice can be regarded as a ‘guessing game’.

A slightly naive first approach to defining anonymity could be in terms
of equal guessing probabilities for every node in the network. This would be
problematic in asymmetric networks, however. Indeed, consider a network
where one node is much more likely to be a sender than another node, purely
based on e.g. its physical location. Here, a definition that treats every node
as equally likely to be the sender would not be applicable.

Early definitions [26, 201] do not necessarily consider this point: anonym-
ity is defined in terms of an equal probability for every node to be a sender or
receiver. Following Pub. [A] ([2]), anonymity can be defined in terms of any
extra information that the adversary can learn during the protocol. This extra
information I+, which includes all public communication and any quantum
systems that the adversary has access to, cannot alter the probability of a
node taking a certain role.

Definition 31. (Pub. [A]) Let P ⊂ N be the set of participants of an an-
onymous protocol in a network N , and let Eve be an adversary that wishes
to learn P. Furthermore, let IEve be the information regarding P that Eve
has both beforehand and trivially learns by corrupting any number of non-
participants. The protocol is anonymous if, for every subset G ⊂ N :

Pr
(
G = P|I+

Eve, IEve

)
= Pr (G = P|IEve) , (7.18)

where I+
Eve is the information that Eve additionally learns during the protocol,

which includes all public communication and all quantum systems she has
access to.

Def. 31 ensures that anonymity can remain intact even if Eve corrupts
any number of non-participants. Upon learning the information I+

Eve, that
now includes the quantum systems of those corrupted non-participants, the
probability distribution is unaffected, so that every subset G ⊂ N is as likely
to be the set of participants as without learning I+

Eve.
However, Def. 31 does not provide a measure of anonymity: under its

definition, a protocol either is or is not anonymous. On the other hand, ap-
proximate anonymity - similar to approximate security (see Defs. 29 and 30)
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- involves an anonymity parameter εa that ensures that a protocol can be an-
onymous under a suitable notion, without having to be perfectly anonymous.
This is provided by defining εa-anonymity.

Definition 32. (Pub. [C]) Let ρP,C,E be the state of any protocol, where P
is a (classical) register that holds the information regarding P, C is a register
that contains all public communication of the protocol, and E is a (quantum)
register reflecting all side information of Eve, which includes quantum sys-
tems. Furthermore, let σP,C,E be any ideal state that is anonymous per Def. 4
of Pub. [C]. Then, the protocol is εa-anonymous if

Dtr(ρP,C,E , σP,C,E) ⩽ εa, (7.19)

where Dtr(ρ, σ) denotes the trace distance between ρ and σ (see (1.29)) and
where this inequality must hold for any choice of participants P, or more
specifically for any choice of sender A and Bobs {Bi}.

Def. 32 as an alternative definition of anonymity provides a notion of ap-
proximate anonymity, which could make it composable, although this has
not been proven [48]. Furthermore, it allows for easy adaptation towards
other notions of anonymity. In particular, the ideal state σ can be replaced
by another state that is merely partially anonymous (see Def. 3 in [48]): a
partially-anonymous protocol provides anonymity of the participants merely
from the perspective of the non-participants or Eve, but allows the parti-
cipants to know each others’ identity. This is in contrast to the above level of
anonymity (hence referred to as fully anonymous), in which only Alice knows
the identity of the Bobs; the Bobs are not aware of the selection of P beyond
their own role.

7.6 Conclusion
This chapter has introduced all the relevant concepts and definitions re-

garding QKD and CKA that are used in the subsequent chapters of part III.
Chapters 8 and 9 both introduce protocols for anonymous conference key
agreement (ACKA); the first chapter contains protocols for star networks,
while the latter chapter contains a protocol for linear networks instead. Fur-
thermore, chapter 9 contains a complete finite key analysis of the protocol
that is introduced in that chapter, although some of the technical details
of the analysis and proofs are deferred to the appendices. Chapter 10, the
last chapter of part III, details the experimental realisations of the protocols
introduced in both chapters 8 and 9.





8
ANONYMOUS CONFERENCE

KEY AGREEMENT IN STAR
NETWORKS

Chapter 7 has introduced the concept of Quantum Key Distribution (QKD)
and its generalization Conference Key Agreement (CKA) as important goals
within quantum networking and communication. Any protocol that per-
forms CKA allows multiple parties in a network to create a secret hidden
key between just themselves, while excluding any other party in the network
from accessing the shared key. Such conference key can subsequently be used
is a versatile range of cryptographic tasks, including private communication
[17], secret sharing [202–204] and multi-party computation [22, 25].

Additionally, chapter 7 introduced the concept of anonymity within the
same quantum communication setting. Anonymity is a desirable property
that networking protocols can have, so that the identities of the involved
network parties remain hidden (in addition to the normal intended purpose
of the protocol, like e.g. key distribution or secret sharing).

This chapter covers both Pubs. [A] and [C]. More specifically, it addresses
the combination of anonymity and conference key agreement. Such anonym-
ous conference key agreement (ACKA) allows a subset of parties in the net-
work to create a shared secret key without revealing their identity to the other
parties in the network, or potentially even to each other. The first protocol
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that performs ACKA was introduced in Pub. [A] ([2]). However, some is-
sues exist with this first protocol, which renders it more a ‘proof-of-concept’
and impractical for real-world implementation. To address its shortcomings,
a second ACKA protocol was introduced in Pub. [C] ([48]). In fact, this
protocol comes in two different versions, that cater to partial and full an-
onymity, respectively (see sec. 7.5). Moreover, Pub. [C] additionally contains
a complete finite key analysis of the presented protocols, and a more complete
security proof. This is not presented in this thesis, as it closely resembles the
analysis for a related protocol that will be presented in chapter 9.

The setting for the protocols, including the network topology and security,
is made more precise in sec. 8.1. Subsequently, sec. 8.2 contains the first
ACKA protocol: in sec. 8.2.1 the protocol is stated and an analysis is given
regarding the correctness and security. The anonymity of the protocol is
addressed separately in sec. 8.2.2, and the aforementioned issues are discussed
in sec. 8.2.3.

Then, sec. 8.3 contains the two versions of the improved protocol. They
are both introduced in sec. 8.3.1; their analysis regarding correctness, secur-
ity and anonymity is addressed in sec. 8.3.2. How the improvements over
the original protocol affect the performance is discussed in sec. 8.3.3, which
additionally presents the finite key rates. The fully anonymous version of the
protocol makes use of an adapted definition of anonymity, which is described
in sec. 8.3.4. Pub. [C] additionally contains an assessment of the perform-
ance of the protocols in a real-world scenario by simulating it and comparing
it against an ACKA protocol that does not involve multi-partite entangled
states. This is not presented in detail in this thesis, but only addressed briefly
in sec. 8.4. In that same section, a brief discussion of the shared network
topology of all different protocols can be found, as well as a conclusion to the
chapter.

8.1 Setting for the security and the protocols
It is helpful for the introduction and subsequent analysis of the protocols

to define the setting, and the network on which the protocol is run. The
protocols that this chapter covers all have a central server that distributes a
quantum state over the entire network. This server does not take part in the
protocol as a node, and is therefore viewed separately form the network, which
is denoted with N . The network is referred to as a star network, because the
topology is such that all nodes are connected to the central server, while
no quantum connections between the nodes are implied. Depending on the
specific protocol, there might be various levels of trust imposed on the central
server; this is addressed in more detail in secs. 8.2 and 8.3 and especially
in sec. 8.4. In the spirit of the network being a star network, all protocols
presented in this chapter involve a |GHZN ⟩ state as a resource, distributed
by the central server.
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Partitioning of the network
The network N can be divided into different sets that reflect the identities

or roles of the different nodes. More specifically, the network consists of
n = |N | nodes and includes a special node A ∈ N called Alice; Alice wishes
to perform CKA. She picks m ⩽ n − 1 nodes, referred to as the Bobs Bi,
with whom she wishes to establish a secret key. The set of Alice and all
Bobs together is referred to as the participants P, and the rest of the network
is referred to as the non-participants P̄ = N \ P, which is prohibited from
learning the key.

Additionally, Alice wishes for both her and the Bobs to remain fully an-
onymous, so that any node in the network learns nothing about the role of
any node in the network besides themselves (with the exception, of course, of
A, because she chooses the set of participants). Alternatively, one version of
the protocol in sec. 8.3 is partially anonymous, where the Bobs are aware of
the set of participants as well, including the special identity of A.

The non-participants may be honest-but-curious, which means that they
will follow the steps that the protocol prescribes for them, even though they
are still interested in learning the identity of either Alice or the Bobs. Altern-
atively, any non-participant can be corrupted, which means that they can act
maliciously to find out either the secret key or the identity of anyone. This
includes actively deviating from the protocol and colluding with any other
corrupted non-participant; they are represented by an adversary Eve. Eve
could, in principle, be not part of the network, but no generality is lost in
assuming that she is in N . The collection of all honest-but-curious parti-
cipants is denoted H, and the collection of all corrupted non-participants is
denoted C, so that P̄ = H∪C. Fig. 8.1 presents an overview of the network
partitioning.

Note that it is assumed that no participant is corrupted: this would defeat
the purpose of the scheme, as any other corrupted, colluding party would then
have access to the secret key. However, the participants are still honest-but-
curious: they are interested in learning the identity of Alice or the other
Bobs, even though they follow the protocol. In this sense the anonymity of
the protocol needs to be addressed from two different perspectives: from the
perspective of the entire set C (which includes Eve), and from the perspective
of a single Bob in P. The case of a single node in H is then implicitly covered
by the C setting.

Note that all participants and non-participants have access to all public
communication throughout the protocol, so even the honest-but-curious nodes
may use this to infer the partitioning.
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C

A

P \ A

H

Figure 8.1: The entire network N can be partitioned into four disjoint subsets
of nodes. Alice, denoted A, takes a special role in the protocol; she chooses a
set of m Bobs Bi to share a key with. Together, Alice and the Bobs form the
participants P. The rest of the network are the non-participants P̄; they can
be further divided into the honest-but-curious nodes H, who follow the steps
of the protocol but may still wish to learn the identity of P, and the corrupted
nodes C, who act maliciously by actively deviating from the protocol and
colluding with each other. The protocol is anonymous: only Alice is aware of
the partitioning of the network (except how P̄ is divided into H and C). P is
notified of their role during the protocol. In the fully or partially anonymous
setting (see sec. 7.5), the participants do not or do know the identity of A and
the other participants, respectively. P̄ is not aware of the identities of P.

8.2 Original protocol
The original protocol, ANONYMOUS CONFERENCE KEY AGREEMENT (ACKA),

consists of various steps that include three different sub-protocols; these are
presented in sec. 8.2.1, where also the main protocol is analysed. Anonymity is
addressed in sec. 8.2.2. The protocols’ performance is addressed in sec. 8.2.3.

To ease notation in the analysis, the participants are (whenever applicable)
identified with indices i, whereas the non-participants are identified with in-
dices j. Moreover, w.l.o.g. the participants are assumed to be the first m+ 1
nodes in the network, so that their qubits can be referred to as nodes 0 (for
Alice) and nodes 1, . . . ,m for the Bobs. This means that the non-participants
are the nodes {j}m+1⩽j⩽n−1, for a total of n nodes.

8.2.1 Protocol statement and analysis
The protocol makes use of of three subprotocols. These are named and

explained briefly here; a full statement and analysis can be found in chapter D.

1. NOTIFICATION allows A to anonymously notify every other participant
Bi that they are a participant. It is a purely classical protocol originally
presented in [205], but requires private channels between every pair of
nodes in the network. The protocol is introduced in more detail in
sec. D.1.
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2. ANONYMOUS MULTIPARTITE ENTANGLEMENT (AME) allows the participants
P to anonymously extract a |GHZP⟩ state on just their qubits from the
|GHZN ⟩ state. During this protocol, the non-participants P̄ measure
their qubit in the X basis and announce the outcomes xj . Based on
these outcomes, A performs a correction on the GHZ state. See Fig. 8.2
for a visualization. The protocol is introduced in more detail in sec. D.2.

3. VERIFICATION allows A to verify that the state after AME is indeed the
expected state, implicitly verifying the behaviour of P, H and especially
C. During this protocol, the participants P measure their qubit either
in the X or Y basis, encoded by a random bit bi; they announce these
with the outcomes as (bi, oi). A uses these announcements to verify
that the outcomes have the correct parity that the GHZ state should
generate. The protocol is introduced in more detail in sec. D.3.

B1

B2 Bm−1

Bm

A

. . .

B1

B2 Bm−1

Bm

A

. . .

B1

B2 Bm−1

Bm

A

. . .

Figure 8.2: Visualization of AME. First, a |GHZN ⟩ state is distributed by the
central server between all nodes of the network. Even though the participants
secretly play a special role, their aim is to be indistinguishable from all other
nodes in the network. During the protocol, all non-participants P̄ measure
their qubit in the X-basis, while the participants P do nothing; after a cor-
rection by Alice the state of the network is |GHZm+1⟩ for the participants,
disentangled from all other nodes in the network.

Using these subprotocols ACKA can be defined, presented as Protocol I.
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Protocol I - ANONYMOUS CONFERENCE KEY AGREEMENT

Input: Alice as initiator; parameters L and D.
Goal: Anonymous generation of secret key between P.

1: Alice runs NOTIFICATION to notify the m Bobs.

2: The source distributes L |GHZN ⟩ states.

3: For each of the L |GHZN ⟩ states, the network runs AME to extract a
|GHZP⟩ state on the nodes of the participants. P̄ announces their
measurement outcomes {xj}, P announces random bits {xi}.

4: For each of the L |GHZP⟩ states, the parties ask a public source of
randomness to broadcast a bit b such that Pr[b = 1] = 1/D.

Verification: If b = 0, P runs VERIFICATION on the (m+1)-partite
state, announcing the measurement basis and outcome (bi, oi).
P̄ announces random pairs of bits (bj , oj).

Keygen: If b = 1, P measures in the Z basis to obtain a key bit.

5: If Alice accepts all VERIFICATION rounds, she anonymously validates
the protocol.

A flowchart detailing the basic steps of the protocol can be found in
Fig. 8.3. First, in step 1, Alice uses the NOTIFICATION protocol to ensure
the Bobs are aware of their role, while maintaining her anonymity. Next,
in step 2, a fixed number L |GHZN ⟩ states are distributed over the entire
network. L is pre-determined and referred to as the block size.

From each of these |GHZN ⟩ states, a |GHZP⟩ state on only the participants
P is extracted by running AME during step 3. In this protocol, the non-
participants P̄ perform a measurement on their qubit so that they are removed
from the |GHZN ⟩ state. To obtain the |GHZP⟩ state, A has to perform a
correction to the network state which is based on the measurement outcomes
{xj} of P̄. Indeed, if the parity of all these measurement outcomes is odd,
the state would have an incorrect phase |0 . . . 0⟩P − |1 . . . 1⟩P; A can correct
this by applying a ZA operator to her qubit.

Hence, the non-participants P̄ have to communicate their outcomes to A,
which they do by announcing them publicly. To hide their role, the parti-
cipants announce random bits {xi}.

Subsequently, in step 4 this state is either verified using the VERIFICATION
protocol (a Verification round), or used to generate a bit of raw key (a
Keygen round). The verification rounds ensure that the used states are
ε-close to the |GHZP⟩ state, where ε is exponentially small in the number of
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A chooses P

NOTIFICATION

Server distributes
|GHZN ⟩

AME

P retrieve bit b
s.t. Pr[b = 1] = 1

D

VERIFICATION

b = 0

KEYGEN

b = 1

ABORT

REJECT

Repeat?

ACCEPT

YES

KEY

NO

Figure 8.3: A flowchart detailing the steps and subprotocols of ACKA; the green
boxes are the subprotocols which are detailed in chapter D. The gray box is
repeated until enough key has been created, after which the key is outputted.

Verification rounds. There are L(1− 1
D ) such rounds, so the asymptotic key

rate of the protocol is L
D .

Analysis
The NOTIFICATION subprotocol allows Alice to anonymously communicate

a bit to everyone in the network separately, to indicate if they are a participant
or not. Instead of using the complete ACKA protocol to anonymously establish
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a secret key, she could use NOTIFICATION instead to communicate a random
bit to only those nodes in P. This would effectively anonymously establish a
secret key with the desired parties, bypassing the need for the rest of ACKA.
However, NOTIFICATION has O(n) rounds for one bit of key, and every round
needs pairwise private communication, for a total of O(n3) necessary private
channel uses per generated bit. Implementing this consumes a lot of private
key bits, so ACKA can be viewed as an improvement on this classical scheme
with better scaling properties.

As presented in sec. D.3, VERIFICATION is a protocol that runs only on the
nodes in P. The protocol involves communication, which would immediately
break anonymity: every node in the network that performs an announce-
ment, is then automatically a participant. Similar to AME, the nodes in P̄
therefore announce random pairs of bits to hide their identity1. Even though
the announcements are indistinguishable for anyone else in the network, Alice
(having chosen P) can determine what are the ‘true’ measurement bases and
outcomes, so that she can perform the verification. It remains to be proven
that all these announcements are indeed indistinguishable for anyone else, so
that the participants remain anonymous; this is addressed in sec. 8.2.2.

Technically, the Verification rounds only verify the states that are used
for verification, but never the GHZ states from the rounds that are used for
key generation. It is therefore of vital importance to postpone the choice
of round type until after the state has been distributed: otherwise, the ad-
versary, potentially having access to the source, could ‘play nice’ during the
Verification rounds by distributing the correct states, and then distribute
arbitrary different states during the Keygen rounds. In particular, the ad-
versary could distribute an (n + 1)-qubit GHZ state, secretly keeping one
qubit for themselves, and perform a Z-basis measurement - thereby learning
the key and completely breaking security.

In the same spirit, the choice of round type has to be performed after AME
is used to extract the GHZ state on the participants. In particular, until after
all non-participants have announced their random bits - this ensures that
no non-participant can freely choose to adhere to the protocol during only
those rounds where their behaviour is checked. Moreover, the public source
of randomness must be trusted, in the sense that no adversary can choose
or determine beforehand the bit b. At the same time it is no issue that any
non-participant or adversary learns the value of b when the participants learn
it - they have already committed to all their communication, so can not alter
their strategy based on the value of b any more.

The protocol dictates that all L GHZ states are distributed at the same
time. This implies that all nodes must have access to a large quantum memory
to store their qubits. However, in practice this can be performed in repeated

1Of course, any dishonest party in C may not make this announcement. However, the
only effect this has is that they effectively announce that they are not a participant, which
they can already do anyway.
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steps (i.e. the gray box in Fig. 8.3) that can be performed one-by-one, merely
storing the raw key from the Keygen rounds.

Moreover, the presentation of the protocol is very modular, as the subpro-
tocols are all self-contained. However, certain steps can be skipped when the
protocol is seen as a whole. As an example, the correction that A performs
during the AME step is strictly speaking not necessary - she would only have
to verify for a slightly different state during VERIFICATION, which results in
that she only ACCEPT when the opposite parity is found.

Finally, another useful property of the protocol design is that by perform-
ing the VERIFICATION steps, the NOTIFICATION step are implicitly verified
as well. If the wrong set is notified to be the participants, Alice takes the
wrong announcements into account - at least one person that she believes is
in P has in fact announced a completely random (bj , oj) pair, or she does not
take into account all true announcements. In these cases, the announcements
that Alice takes into account do not possess the correct correlations, so that
verification will fail.

8.2.2 Anonymity
The anonymity of ACKA follows intuitively from the intrinsic correlations

of the GHZ state and its non-local phase. By applying a Z operation, any
node of a GHZ state can induce a non-local effect on the state:

Zi |GHZn⟩ =
1√
2
(|00 . . . 0⟩ − |11 . . . 1⟩) . (8.1)

Since this state is independent of the node i to which the Z operation was
applied, the non-local affect is indeed obtained. The effect of the reverse
operation is non-local as well, and therefore the correction by A based on the
announced measurement outcomes in AME does not disclose her identity.

AME Verification

A random bit x0 random bits (b0, o0)

Bi ∈ P\A random bit xi
random bit bi,
outcome bit oi

Pj ∈ H outcome bit xj random bits (bj , oj)

Pk ∈ C arbitrary bit x̃k arbitrary bits (b̃k, õk)

Figure 8.4: Overview of the public communication throughout ACKA. During
AME and VERIFICATION, the different subsets in the network announce either
measurement outcomes or random bits; these all need to be indistinguishable
to prevent anyone from learning the identities of the involved parties.

During the various steps of the protocol, several measurement outcomes
and bases must be communicated to A (see Fig. 8.4). Since no one in the
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network is aware of the identity of A, these outcomes and bases are commu-
nicated by a broadcast, so that they become completely public:

· The outcomes {xj} of P̄ during AME, allowing A to correct the state.

· The bases {bi} of P during VERIFICATION, allowing A to verify the
state.

· The outcomes {oi} of P during VERIFICATION, allowing A to verify the
state.

As Fig. 8.4 shows, the other parties (i.e. P and P̄ during AME and
VERIFICATION, respectively) announce uniformly random bits to not inad-
vertently give away anyone’s identity. This means that the announcements
are inherently different in nature for P and P̄, so that their difference might
be exploited by anyone to determine the identities of the participants. To
guarantee anonymity, all the announcements must be indistinguishable from
the uniformly random bits. Since the choice of basis bi is an individual, uni-
formly random choice for every node in P, it is straightforward that they are
indistinguishable from the announcements of the other nodes.

The measurement outcomes {xi}P̄ and {oi}P warrant a more careful ana-
lysis. Beyond being individually random, there must not be any correlations
between the different announcements as well. Note that A alone, knowing
the set P, is able to distinguish the true measurement outcomes from the
uniformly random announcements, so that she can perform the necessary cor-
rection and verification. A detailed proof of indistinguishability can be found
in chapter E.

The Verification rounds ensure that the state on P is ε-close to the
|GHZP⟩ state for some small ε, and thus dis-entangled from P̄. Simultan-
eously, the non-participants in H measure their qubit during AME and thus
become disentangled from the network. Thus, at the start of a Keygen round
the state |NKeygen⟩ of the network is:

|NKeygen⟩ =̂ |GHZ⟩P ⊗ |H⟩ ⊗ |Ψ⟩C , (8.2)

where |H⟩ =
⊗

j∈HHj |xj⟩j is the post-measurement state of the honest
non-participants who obtained the outcomes {xj}, and Hj is the Hadamard
operator on node j (see Tab. 1.1). The state |Ψ⟩C is an arbitrary (purific-
ation of) the state of the colluding parties C. There is no communication
during the Keygen rounds, and the state is separable between the sets P,
H and C, so there can be no leakage of identity during the rounds. A more
detailed analysis that addresses the anonymity from all different perspectives
(a honest-but-curious Bob, a honest-but-curious non-participant in H, or the
colluding parties C) can be found in sec. E.3.
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8.2.3 Performance
ANONYMOUS CONFERENCE KEY AGREEMENT, as presented in Pub. [A] ([2]),

was the first proposal of anonymous conference key agreement, but it suffers
from some drawbacks that render it more a proof-of-concept, instead of a
robust protocol. These issues include:

1. The key rate of the protocol is low: on average 1
D bits of key are created

for every network GHZ state. Even with moderate security requirements
the parameter D is relatively large, which means that the key rate can
never improve beyond orders of magnitude below unity.

2. Related to the previous point, the security of the generated key is de-
rived from a bound on the quantum state, namely that the generated
state is ε-close to the GHZ state (on P). This is done by performing
many different measurement settings, (i.e. the 2n−1 different choices of
measurement basis in the VERIFICATION protocol), which is essentially
doing too much. Proving security directly on the created key (through
the use of the left-over hashing lemma and e.g. entropic uncertainty re-
lations, see sec. 7.3.4) would allow for considerably fewer measurement
settings and rounds for security verification. This would result in a much
higher key rate.

3. As presented, the protocol is completely non-robust to noise or other
imperfections in the implementation. Even if just a single verification
round fails (through e.g. a faulty measurement by one of the parti-
cipants), the protocol aborts.

4. The security analysis derived from the ε-closeness of the state does not
cover coherent attacks, but just the i.i.d. setting. To address these
shortcomings, tools like de Finetti’s theorem (see sec. 7.3.4) need to be
used to perform a reduction. However, these steps would decrease the
key rate even further.

5. Anonymity is proven (as detailed in chapter E) in terms of Def. 31
instead of Def. 32.

6. Provided the adversary has control over the source, and does not care
about the protocol being successful, they can easily break anonymity.
Indeed, if the source distributes +1 eigenstates of theX operator (i.e. the
|+⟩ state), all (honest) non-participants would obtain outcome xj = 0
during AME. The participants have xi = 1 with probability half, so any
node announcing 1 during AME necessarily gives up their identity as a
participant. VERIFICATION implicitly verifies the distributed state to
be |GHZN ⟩, as otherwise the correct correlations can not be produced.
However, for anonymity this is too late, as VERIFICATION has to happen
after AME.
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These problems, most notably items 1 to 4, make the protocol unsuitable
for a real-world implementation, especially with current or modest-future tech-
nology. Moreover, although they are mentioned in [2] as steps that should be
performed, the protocol does not explicitly include any error correction or
privacy amplification steps.

8.3 Improved protocols
To address the problems and shortcomings listed in sec. 8.2.3, a new pro-

tocol, ANONYMOUS CONFERENCE KEY AGREEMENT VERSION 2 (ACKAv2), was in-
troduced in Pub. [C] ([48]). In fact, two different protocols were introduced,
one of which obtains partial anonymity, and one of which obtains full an-
onymity (see sec. 7.5). In contrast to Protocol I, both these protocols are
shown to be anonymous following definition Def. 32. However, the second pro-
tocol only obtains full anonymity under an extra assumption on the network -
therefore the definition of anonymity is adapted to allow for this assumption.
Moreover, the two protocols introduce a new assumption, namely the bounded
storage model assumption. It is assumed that the nodes in the network (but
not the adversary) have a quantum memory with only limited storage time
(known as the bounded storage model [206]). Moreover, as the protocol is a
key-expanding scheme, the participants need some pre-shared secret key.

The two protocols are introduced first in sec. 8.3.1, after which differences
with Protocol I are addressed and explained in sec. 8.3.2, where additionally
an explanation is given how the issues listed in sec. 8.2.3 are solved. The key
rates of the new protocols are addressed in sec. 8.3.3, and the aforementioned
issue in the fully anonymous setting is detailed in sec. 8.3.4, including the
explanation of why an adaptation is necessary.

8.3.1 Protocol statement
The improved protocols make use of a selection of subprotocols, that are

introduced and detailed in Pub. [C] ([48]):

1. IDENTITY DESIGNATION: up to a few key differences and additions, this
protocol has a goal similar to NOTIFICATION. Most notably, beyond no-
tifying the Bobs of their role, it additionally performs collision detection,
so that there is a guarantee that there is only one sender.

2. PARITY: this protocol allows the network to anonymously compute the
parity of a set of input bits held by each node. The protocol is used to
communicate the testing key (introduced in step 2 of Protocol II) to
the non-participants in step 4 of Protocol II. It is additionally used in
step 5 of Protocol II to communicate the parity of the measurement
outcomes of the test rounds. The version used in the main protocol
as presented in Pub. [C] is adapted from [205], but does not need a
simultaneous broadcasting channel.
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3. TESTING KEY DISTRIBUTION: this subprotocol is only necessary in the
fully anonymous protocol. It allows A to share the testing key to the
other participants, without them having to know each other. It is quite
costly to implement, considerably affecting the key rate of the fully
anonymous protocol.

4. ANONYMOUS ERROR CORRECTION: this subprotocol allows the participants
to anonymously perform error correction to ensure correctness. A par-
tially anonymous version is used in step 7, and a fully anonymous ver-
sion is used in the second protocol; both are introduced in Pub. [C]. A
related but different protocol is introduced in more detail in chapter 9.

Using these subprotocols, ACKAv2 can be defined, presented as Protocol II,
to be found on the next page.

Instead of stating the entire fully anonymous version of the protocol sep-
arately, the differences with Protocol II are highlighted:

• In step 2 of Protocol II, the Bobs can retrieve the testing key because
they are aware of who A is. In the fully anonymous setting this is not
the case, so another method is needed for A to communicate the testing
key. The TESTING KEY DISTRIBUTION subprotocol is used for this.

• In step 7 of Protocol II, the partially anonymous version of ANONYMOUS
ERROR CORRECTION is used, which relies on the Bobs knowing who A
is. This is not the case in the fully anonymous setting, so the fully
anonymous version must be used, which has worse performance.

8.3.2 Analysis
Protocol II has similarities with Protocol I, but there are important

differences. As mentioned in the list of issues (see sec. 8.2.3), the original
ACKA protocol obtains security by making a statement on ε-closeness of the
underlying GHZ state, which is not ideal. Protocol II derives the security
through a direct statement on the generated key instead.

Indeed, the test in step 6 allows one to obtain εs-secrecy of the key without
ever having to make a statement on the underlying state. A welcome side-
effect of this is that there can be considerably fewer testing rounds, which
strongly improves the key rate. This solves issue 2 from the list of issues of
Protocol I discussed in sec. 8.2.3.

Moreover, it means that the testing rounds can be performed differently
than in the Protocol I. Instead of separately extracting a |GHZm+1⟩ state
during AME and subsequently verifying the state using VERIFICATION after-
wards, all measurements are performed at the same time. This is made pos-
sible by the fact that the participants know what rounds are testing rounds,
so that no public source of randomness has to be used.

Compare this with Protocol I: there, the public source of randomness in-
advertently instructs the non-participants as well which rounds are the testing
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Protocol II - ANONYMOUS CONFERENCE KEY AGREEMENT VERSION 2

Input: A pre-shared key between P. Parameters L, p, Qtol, QZ .
Goal: A (larger) pre-shared anonymous secret key between the P.

1: P run IDENTITY DESIGNATION to establish A as the sender and the
m Bobs {Bi} as the other participants.

2: A generates the testing key : a length-L random bit-string. Each bit
equals 1 with probability p, indicating a test round. Using some of
the pre-shared key, A announces the encrypted, compressed testing
key. All other nodes announce a random bit-string. The other
participants, using some of the pre-shared key, retrieve the testing
key.

3: Repeat L times:

1. The untrusted source distributes a state to the nodes in the
network; this state should be |GHZN ⟩.

2. The participants measure their qubit in the Z-basis or X-basis
if their testing key is 0 or 1, respectively. The Z-basis meas-
urement outcomes form the raw key, theX-basis measurements
are used for verification. All non-participants measure in the
X-basis.

4: The testing key is anonymously announced: After the quantum
memories of P and P̄ have decohered, the network runs the Parity
subprotocol. A inputs the testing key, everyone else inputs 0.

5: For every test round, the network uses PARITY to determine if the
parity of all their measurement outcomes is 1, indicating a failed
test round. From all testing rounds A computes QX , the observed
X-basis QBER. A encrypts her input, so only she obtains QX .

6: A determines if QX + γ(QX) ⩽ Qtol + γ(Qtol), where γ(QX) and
γ(Qtol) are correctional terms for statistical fluctuations [42, 207]. If
this is the case, security is verified; if this is not the case, A aborts.

7: The participants perform partially ANONYMOUS ERROR CORRECTION,
thereby consuming (1− p) ·L ·h2(QZ) plus n bits of pre-shared key.
If any participant finds a discrepancy, the protocol is aborted.

8: The participants perform privacy amplification.
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rounds. The non-participants therefore have to announce their measurement
results of AME before the choice of Keygen- or Verification round is made,
so that they show that they have already performed the measurements and
cannot ‘cheat’ during AME for only the Keygen rounds (see the analysis in
sec. 8.2.1).

In Protocol I the measurement outcomes of the non-participants are al-
ways announced, namely during AME. A uses these to correct the state, so
that the resulting state (before Keygen or Verification) is the |GHZm+1⟩
state. Protocol II takes a different approach, where only the measure-
ment outcomes for the testing rounds are used. Although A can thus not
correct the state during the Keygen rounds if it has the incorrect phase
(i.e. |0 . . . 0⟩P − |1 . . . 1⟩P, see the analysis in sec. 8.2.1), the Z-basis correla-
tions are unaffected by these incorrect phases. This means that the raw key
will be the same regardless if A performs the correction or not.

The calculation of the parity for the testing rounds is performed differ-
ently as well. In Protocol I, all nodes in the network publicly announce
their measurement outcomes so that A can compute the parity that she sub-
sequently uses to perform the correction. Instead, in Protocol II the network
runs PARITY to compute the parity of the measurement outcomes, which is
ultimately the only piece of information that A needs to determine the X-
basis QBER QX . Furthermore, A uses a randomized input, so that no one
else learns the result of the testing rounds, meaning it cannot be used in any
attack by the adversary.

An important side-effect is that there cannot be any leakage of identity
during these announcements either. The attack described in the last issue in
the list in sec. 8.2.3 is therefore not possible. In this attack a corrupted server
distributes +1 eigenstates of the X operator, so that all non-participants
always measure 0, while the participants announce a bit 1 with probability
half: these outcomes are never announced directly, but only the parity of all
outcomes is computed and obtained as public knowledge.

It should be noted that this approach to determine the X-basis QBER QX
is only possible because there are much fewer testing rounds in Protocol II
compared to Protocol I. The Parity protocol is somewhat costly to run,
but this is remedied by the finite key analysis, which shows that a moderate
number of testing rounds suffices to obtain strong security.

Another important detail of this new testing approach is that the par-
ticipants need to be instructed on which rounds are testing rounds before
the measurements take place, while the non-participants can only learn the
testing key after all measurements have taken place. The fact that the non-
participants need to learn the testing key, is because they need to know which
of their outcomes to use as input for PARITY so that A can determine QX .

Informing the non-participants of the testing key is done using PARITY as
well. In Protocol I, the non-participants learn what rounds are the testing
rounds only after they have already announced their measurement outcomes
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(which in that protocol happens during the AME step, before the choice of
testing round is even made). In Protocol II such an approach would be
impossible: even though there are no ‘announcements’, the non-participants
have to use their measurement outcomes as input for PARITY in the testing
rounds. This means that waiting to instruct the non-participants on what are
the testing rounds until after they use their outcomes is not possible.

The non-participants can therefore use a targeted approach in which they
essentially have the option to act differently during the testing rounds. To
prevent the set of colluding parties C from performing different measurements
during the key generation rounds, the instruction of the testing key is delayed
until the qubits of all the non-participants have decohered. This means that,
even though they are aware of what rounds are the testing rounds before hav-
ing to commit to the measurement outcomes, they are forced to have meas-
ured their qubits already before learning the testing key, so that a different
measurement strategy during the key generation rounds is not possible.

In the partially anonymous setting, instructing the participants is done
in step 2 by using the pre-shared key. Since testing rounds only occur with
probability p, the testing key can be compressed to a length of L·h2(p) [176], so
that only a moderate amount of pre-shared key is consumed by encrypting it.
In the fully anonymous setting, the TESTING KEY DISTRIBUTION subprotocol
is performed instead, which is more costly to run.

Unlike Protocol I, Protocol II includes explicit error correction and
privacy amplification steps. These steps have been adapted from normal CKA
protocols to not leak anonymity. Interestingly, in the partially anonymous
setting this does not reduce the key rate compared to non-anonymous CKA
protocols [46, 48]; this will be made more precise for the related methods in
chapter 9. Again, the fully anonymous case has a different subprotocol for
the error correction, which negatively impacts the key rate.

8.3.3 Key rates of the protocols
One of the main issues of Protocol I, as listed in sec. 8.2.3, is that

it is completely non-robust against noise and other imperfections. Indeed,
if any Verification round fails, the protocol aborts. On the other hand,
Protocol II allows for noise and imperfections by explicitly performing er-
ror correction and privacy amplification. The participants characterize the
Z-basis QBER QZ and the typical X-basis error rate Qtol beforehand. Dur-
ing the protocol the true X-basis error rate QX is determined by A, but this
is only used to verify that it doesn’t exceed the pre-determined X-basis er-
ror rate threshold Qtol. Privacy amplification is performed in terms of the
pre-determined QZ and Qtol, so that the asymptotic key rate of the partially
anonymous version of Protocol II results in [48]:

ra = ηn (1− h2(Qtol)− h2(QZ)) , (8.3)



Page 153 8. Star Network ACKA

where η is the transmittance of the link between a single node and the central
server. η was taken into account in Pub. [C] so that a fair comparison against
other protocols is possible; see sec. 8.4 as well.

The privacy amplification could, in principle, be performed in terms of the
true X-basis QBER QX ; if A has not aborted, it is always lower than Qtol,
so that the resulting keyrate would be higher. However, by design QX is only
available to A; she would have to communicate it to all other participants
so that they can perform the adjusted privacy amplification. To ensure an-
onymity, this has to be performed using e.g. the same steps as distributing the
testing key; the keyrate would suffer in both the partially and fully anonymous
setting.

In the fully anonymous setting, the asymptotic keyrate is similar but in-
cludes an extra penalty [48]:

ra = κηn (1− h2(Qtol)− h2(QZ)) , (8.4)

where 0 ⩽ κ < 1 is a factor that represents the extra penalties of the TESTING
KEY DISTRIBUTION and adapted ANONYMOUS ERROR CORRECTION subproto-
cols:

κ =

(
1 +

n(n− 1)ηn−2h2(QZ)

⌊n2 ⌋ (1− h2(QXB
)− h2(QZB

))

)−1

, (8.5)

where XB and ZB are the the bi-partite X- and Z-bases QBERs.
Note that in these asymptotic keyrates various terms are unaccounted for,

as they vanish with increasing block size L. In the finite setting, a fraction
p of the total L rounds is used for testing, so that no key can be generated
during those rounds. Moreover, due to this finite sample size the correction
for statistical fluctuations (γ(QX)) needs to be included [42, 207]. As will
be detailed in chapter 9, ensuring εc-correctness and εs-secrecy involves a
penalty to the total amount of key that can be extracted through privacy
amplification. Taking all these into account, for the partially anonymous
protocol the maximum length of the secure key that can be extracted from
the raw key is:

ℓ(L) = (1− p)L [1− h2(Qtol + γ(Qtol))]− log
2(n− 1)

εc
− 2 log

1

2εs
, (8.6)

where ℓ(L) has been written as a function of L to emphasize that the amount
of extractable secret key is dependent on the block size.

However, this figure does not account for the pre-shared key that was
consumed during the protocol; for a fair comparison this must be taken into
account. Revealing the testing key to the participants in step 2 consumes
L · h2(p) bits of pre-shared key. During error correction the error syndrome,
of length (1− p) · L · h2(QZ) bits, is encrypted using the pre-shared key.
Another n bits of pre-shared key are used during the error correction step to
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allow all participants to abort. Subtracting these from ℓ(L) gives the effective
or net amount of secret key ℓnet(L); dividing this by L results in the net key
rate:

rnet(L) =
ℓnet(L)

L
= (1− p) [1− h2(Qtol + γ(Qtol))− h2(QZ)]− h2(p)

− 1

L

(
log

2(n− 1)

εc
− 2 log

1

2εs
− n

)
.

(8.7)

When L increases, the latter terms vanish. Moreover, with a larger L a
smaller fraction of testing rounds suffices, so that p can be lower. Note that,
however, rnet(L) is not necessarily monotonously decreasing in p; the term
γ(Qtol) is heavily dependent on the number of testing rounds, and therefore
on p. It is hard to optimize for p analytically, and it must be done on a
case-by-case basis, taking into consideration the values for L,Qtol and the
security parameters. The effect of the value of p is addressed in more detail
in sec. 10.2.1 for the protocol introduced in chapter 9, which has a similar
parameter.

Since both step 2 and step 7 are different in the fully anonymous version of
the protocol, the terms in (8.7) according to these steps are different as well.
In fact, TESTING KEY DISTRIBUTION does not consume the L · h2(p) bits of
pre-shared key, and ANONYMOUS ERROR CORRECTION does not consume the n
bits to allow the participants to abort. Therefore, as originally presented in
[48], the finite key rate of the fully anonymous version of the protocol is in
fact higher than its partial counterpart:

rfullnet(L) =
ℓfullnet(L)

L
= (1− p) [1− h2(Qtol + γ(Qtol))− h2(QZ)]

− 1

L

(
log

2(n− 1)

εc
− 2 log

1

2εs

)
.

(8.8)

However, it should be noted that this apparent higher keyrate comes at a
penalty that is not reflected in the keyrate: the subprotocols of the fully
anonymous version make use of private pairwise channels, which in practice
means that all parties in the network need to have pre-shared bi-partite secret
keys with all other nodes. Moreover, as noted, the fully anonymous version
of the protocol makes use of an adapted form of anonymity.

8.3.4 Adapted definition of of full anonymity
An intricate detail is that, by running the protocol, the participants learn

if the protocol aborts or not. Suppose that they have access to the network
parameters, i.e. a characterization of the link-error rates. Since they know
the (pre-determined) error rate QZ and implicitly have a bound on Qobs

X ,
they can cross-reference their knowledge of the network with these paramet-
ers. In the fully anonymous setting the Bobs are not aware of who else is a
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participant, but through the knowledge of the network parameters they can
rule out certain nodes to be participants, or learn other information regarding
P. Indeed, if the protocol does not abort, certain nodes with link-errors that
are too high can be ruled out from having participated; at the same time
subsets of nodes with low enough link-errors can be ruled out as participants
if the protocol does abort. Either way, anonymity is not guaranteed from the
perspective of honest-but-curious participants. The adapted definition of an-
onymity Pub. [C] solves this by explicitly stating that, from the perspective
of the Bobs, the network parameters are symmetrical, or that they do not
have access to this information. The presentation there refers to this as weak
(full) anonymity.

8.4 Conclusion and discussion on network to-
pology

The protocols introduced in this chapter make it possible to perform
conference key agreement in an anonymous fashion. The first protocol,
Protocol I, was a proof-of-concept that is unsuitable for current or near-
future technologies. The second protocol, Protocol II, and its fully-
anonymous variant improve upon the first protocol by remedying the issues
of the original protocol as listed in sec. 8.2.3. There are some important
differences between the different protocols, but they are the same in one key
point: they all use |GHZN ⟩ states distributed over the entire network N .

They are thus protocols that involve multi-partite entanglement. Pub. [C]
([48]) additionally contains an ACKA protocol that utilizes only bi-partite
entanglement, involving many Bell pairs that are shared between all the par-
ticipants. A partially and fully anonymous bi-partite version is included -
essentially the NOTIFICATION protocol -, both presented in the supplementary
material at Sup. [sA]. The efficiencies of Protocol II and its fully anonym-
ous version are compared against these bi-partite protocols, to determine if
multi-partite entanglement can offer a speed-up compared to Bell pairs. It is
harder to distribute an n-partite GHZ state in a network than it is to distrib-
ute a Bell pair, because n photons have to be transmitted at the same time
instead of a single photon. Hence the transmittance ηn is included in (8.3)
and (8.4), to offer a more fair comparison. η is a single-valued representation
of the quality of the link between a single node and the central server that
represents the likeliness that a photon will successfully be transmitted. It
should be noted that η is inverse exponentially dependent on the link length.

It was shown that CKA protocols that utilize multi-partite entanglement
can have an operational advantage over bi-partite protocols [40, 48]. Inter-
estingly, Pub. [C] showed that this advantage of multi-partite entanglement
becomes more pronounced when the anonymity requirement is added, so that
multi-partite ACKA protocols can provide key rates that are one or two or-
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ders of magnitude higher than the bi-partite counterparts. This advantage
occurs for a broad selection of both the total number of nodes n, and link
distances (encoded by the transmittance η).

Nevertheless, the distribution of the |GHZN ⟩ states by the central server
means that all nodes in the network must be connected to it, so that the
network is assumed to be a star network. This is a stringent network topo-
logy, that makes it harder to implement the protocols. Moreover, and equally
important, the protocols dictate some level of trust in this central server.
Depending on what protocol and what version is implemented, the server is
assumed to not share certain network parameters, to not collude with corrup-
ted parties C, or to not distribute different states than the expected |GHZN ⟩
states. Especially in these latter two cases, if the adversary has power over
the server it can easily break anonymity by effectively stopping the protocol.

Chapter 9 introduces an anonymous conference key agreement scheme that
aims to solve this problem. By using a different protocol, the requirement for a
central distributing server is dropped: each node in the network has to share
a connection with only two other nodes in the network, for a considerably
more feasible network topology.



9
ANONYMOUS CONFERENCE

KEY AGREEMENT IN LINEAR
NETWORKS

As discussed in sec. 8.4, the protocols presented in that chapter make use
of network-wide GHZ states, which implies that all nodes are connected to
a central distributing server. This somewhat stringent network topology is
both impracticable in real-world networks, and this server has to be provided
with some level of trust.

As a different approach, Pub. [D] ([46]) introduced another ACKA pro-
tocol. This protocol is called LINEAR ANONYMOUS CONFERENCE KEY AGREEMENT
(LinACKA) and makes use of another, less stringent network topology. More
specifically, instead of all nodes being connected to a central server, each
node is connected to only two other nodes. All nodes are understood to be
positioned along a line, so that every node is connected to only its direct
neighbours, i.e. to its left and its right neighbour. Such a linear network
topology is therefore also known as a nearest-neighbour network, and is less
stringent than the star topology.

The protocol allows three special nodes in the network, Alice (A), Bob (B)
and Charlie (C), who together form the participants P, to create a secret key.
They do this in a partial anonymous setting (see sec. 7.5), i.e. they are aware of
each others identity, encoded by their position in the line. All other parties in
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the network, the non-participants P̄, are unaware of the positions of Alice, Bob
and Charlie, and remain so during and after the protocol. This holds true both
for honest-but-curious non-participants, and for dishonest non-participants
that actively deviate from the protocol to try to learn the secure key or the
identities of the participants. Still, the adversarial model prohibits the non-
participants to collude with each other and perform a combined attack, which
is a fair model in the linear network topology.

Because there is no central server, the nodes distribute the necessary en-
tanglement themselves by sharing Bell pairs between every pair of neighbours;
these Bell pairs are regarded as a resource for the protocol.

The protocol is divided into three parts, where the first two parts are
phrased as subprotocols. In the first part, the nodes in the network perform
STATE PREPARATION: they use the Bell pairs to create the network state |N ⟩,
which consists of three separate linear cluster states (see Def. 16); these states
arise naturally in the linear network topology. During the second part, the
participants anonymously extract a three-body |GHZP⟩ from the network
state by performing GHZ EXTRACTION. The last part of the protocol consists
of measurements that the participants perform to obtain the raw key or assert
its security, and the various post-processing steps that result in the secure,
anonymous key.

Although the adversarial model prohibits the non-participants from col-
luding to break anonymity, it should be noted that the security proof of the
protocol (i.e. regarding the security of the generated key) does not rest on
this assumption. Rather, it provides security under a full, broad adversarial
model where any number of non-participants can collude with each other and
the adversary.

Pub. [D] includes a full finite security analysis, which is presented in this
thesis. This results in a rigorous finite key rate that is dependent on the
various protocol and security parameters. The performance of the protocol is
studied in this chapter by simulating the finite key rate in different scenarios,
consisting of more simulations and discussions than originally presented in
Pub. [D].

This chapter is structured as follows. In sec. 9.1, the setting of the protocol
is made more precise, and the notation that is used in the remainder of the
chapter is introduced. Section 9.2 contains the protocol statement, divided
into the three different parts. Security and anonymity of the protocol is
addressed in sec. 9.3, including a statement of the asymptotic and finite key
rate. A discussion regarding the performance of the protocol can be found
in sec. 9.4, where it is studied what influence the noise levels and block size
have on the finite key rate. Finally, certain other aspects of the protocol are
discussed in sec. 9.5, including a potential generalisation to more than three
participants. The chapter is concluded in the same section.

Various more technical aspects or details have been deferred to appendices.
One step of the protocol involves certain corrections that the participants have
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to perform on their qubits, which are detailed in chapter F. The technical
details of the security proof have been deferred to chapter G. Similarly, the
technical details of the anonymity proof have been deferred to chapter H.

9.1 Protocol and security setting
As explained in the introduction, LinACKA assumes a nearest-neighbour

topology, i.e. a set of n nodes {1, 2, . . . , n} that are positioned along a line.
This allows the nodes, similar to chapter 5, to be indicated relative to each
other, so that e.g. the right neighbour of node 1 is node 2, and that e.g. node 3
would be the leftmost node of the set {3, 4, 8}. The participants P, i.e. Alice,
Bob and Charlie, are positioned arbitrarily in the line, and their positions are
indicated by A, B and C, respectively. The participants are aware of each other
(i.e. they know each other’s positions), and w.l.o.g. it is assumed that A <
B < C, so that Alice is the leftmost participant and Charlie is the rightmost
participant. The rest of the nodes in the network are the non-participants P̄,
and they are not aware what positions the participants have, nor are they even
aware if they are e.g. on the right of all participants. The setting is depicted
in Fig. 9.1, where the three participants have taken arbitrary positions.

N1 N2 · · · Na−1 Na Na+1 · · · Nb−1 Nb Nb+1 · · · Nc−1 Nc Nc+1 · · · Nn

Alice Bob Charlie

Figure 9.1: Setting of LinACKA, where all nodes of the network are positioned
along a line. There is no central server, and instead the nodes are connected
only to their direct neighbors; therefore the setting is called a nearest-neighbour
setting. Three special parties, Alice (A), Bob (B) and Charlie (C) aim to
establish a shared secret key without the rest of the network learning their
identities.

As initial resources, every node is assumed to share an EPR pair with
both their left and their right neighbour. Node i thus possess two qubits: one
labelled ωi that is entangled with τi−1, and one labelled τi that is entangled
with ωi+1. Because nodes 1 and n both have only one neighbour, they have
just one qubit each, τi and ωn, respectively. This initial resource is shown as
the top row of Fig. 9.2. Like ACKAv2, the protocol is a key-expanding scheme,
so that the participants have access to some pre-shared secret key.

As noted in the introduction to this chapter, it is assumed that the non-
participants P̄ are either honest-but-curious or actively deviating from the
protocol, but that they do not collude with each other.
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9.2 Protocol statement
This section presents LinACKA. The three parts of the protocol, where the

linear cluster states are created, where the GHZ state is extracted, and where
this state is used for key generation or security assertion, are presented sep-
arately. The first part is phrased as a subprotocol, STATE PREPARATION, and
is introduced in sec. 9.2.1. The second part is also phrased as a subprotocol,
GHZ EXTRACTION, and introduced in sec. 9.2.2. The last part is not stated
as a subprotocol but instead explained in sec. 9.2.3. An overview of the first
and second step is shown in Fig. 9.2. Alternatively, chapter G contains a
statement of LinACKA, where it is phrased as one complete protocol involving
all different parts.

9.2.1 STATE PREPARATION
The first step, the STATE PREPARATION subprotocol, aims to create the

three linear cluster states from the EPR pairs that are initially distributed.
More specifically, by measuring all other qubits, it creates the network state
|N ⟩ = |LL⟩ ⊗ |LM⟩ ⊗ |LR⟩, that is composed of the left, middle and right
linear cluster states:

|LL⟩ =
∣∣Lτ1,τ2,...,τA−1,ωA

〉
,

|LM⟩ =
∣∣LτA,τA+1,...,τC−1,ωC

〉
,

|LR⟩ =
∣∣LτC,τC+1,...,τn−1,ωn

〉
.

(9.1)

Fig. 9.2 shows the network state |N ⟩ in the middle row; the aim of STATE
PREPARATION is to convert the top row to the middle row.

The protocol consists of three steps, but not all steps are performed by all
nodes in the network; Tab. 9.1 details what nodes perform what steps. Most
notably, a small selection of nodes performs a different second step.
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Protocol III - STATE PREPARATION

Input: EPR pairs on qubits τi and ωi+1.
Goal: Preparation of the network state |N ⟩.

All nodes i perform the following steps consecut-
ively:

1: Receive oi−1.
If oi−1 = 1, apply Z on ωi.

2a: Perform C
(τi,ωi)
Z between τi and ωi.

Measure τi in X-basis and record measure-
ment outcome bit as oi.

2b: Draw uniformly random bit oi.
If oi = 1 apply Z on τi.
Apply H on τi.

3: Send oi to i+ 1.

Table 9.1:
The table indicates what
steps are performed by
whom in Protocol III.
Nodes 1 and n do not
perform step 1 and step
3, respectively, so there
is neither an outcome o0
nor a node n+ 1.

Node N1 Na Ni Nc Nn

1. ✗ ✓ ✓ ✓ ✓

2a. ✗ ✗ ✓ ✗ ✗

2b. ✓ ✓ ✗ ✓ ✗

3. ✓ ✓ ✓ ✓ ✗

Note that after the protocol has completed, only Alice and Charlie take
part in two different cluster states. All qubits not explicitly stated in (9.1)
are measured and removed during the protocol, so that all other nodes only
have one qubit left. These qubits can be relabelled: τi → i for all nodes
N \{A, C, n} and ωn → n. Alice’s and Charlie’s qubits from the middle linear
cluster state are relabelled τA, ωC → A, C, and their qubits from the left and
right linear cluster state, respectively, are relabelled ωA, τC → Ã, C̃.

As presented, the protocol implicitly assumes that neither Alice nor
Charlie are at their respective ‘ends’ of the linear network. If indeed A = 1,
Alice performs those steps according to the 1-column in Tab. 9.1. Similarly,
if C = n, Charlie performs those steps according to the n-column. Note that
in such a case there is no |LL⟩ or |LR⟩.

9.2.2 GHZ EXTRACTION
The second step, the GHZ EXTRACTION subprotocol, aims to anonymously

extract a GHZ state on the participants P from the network state |N ⟩. Again
there are three steps, and similarly to STATE PREPARATION not every step is
performed by every node in the network; Tab. 9.2 details what nodes perform
what steps. Generally speaking, the participants and the non-participants
perform different steps, but the outermost nodes 1 and n have their own
selection of steps.

In step 2b, the participants perform a configuration correction Ci, for i ∈
P: a local Clifford operation that rotates the post-measurement state of the
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y
1

· · · · · · · · · · · ·
· · · · · · · · · · · ·

y
2

· · · · · · · · · · · ·

N1 N2
. . . Na−1 Na Na+1 . . . Nb . . . Nc−1 Nc Nc+1 . . . Nn−1 Nn

Figure 9.2: (Top): At the start of the protocol, all nodes in the network share
a Bell pair with both their left and their right neighbour. (Middle): After
running STATE PREPARATION, the Bell pairs have been consumed to create three
linear cluster states, that together form the network state |N ⟩. (Bottom):
Using the network state, the participants extract a |GHZP⟩ state by running
GHZ EXTRACTION. This state is subsequently used by the participant in either
Keygen or Verification rounds.

participants to the desired GHZ state. These corrections are closely related
to those detailed in chapter 5 for the extraction patterns explained there, and
are explained in more detail in chapter F; note that they are dependent on
the measurement outcomes {mi} of the non-participants.

Protocol IV - GHZ EXTRACTION

Input: |N ⟩, Corrections {Ci}i∈P

Goal: Anonymous |GHZP⟩ state.

All nodes i perform the following steps consecut-
ively:

1: Receive bit βi−1 and compute βi = βi−1⊕1.

2a: Measure node i in X or Y basis if βi is 0 or
1, respectively.
Record the measurement outcome bit mi.

2b: Draw a uniformly random bit mi.
If i ∈ P: apply Ci.

3: Communicate βi to node i+ 1.

Table 9.2:
The table indicates what
steps are performed by
whom in Protocol IV.
Node 1 does not per-
form step 1 but draws a
uniformly random bit β1
and node n does not per-
form step 3.

Node N1 P P̄ Nn

1. ✗ ✓ ✓ ✓

2a. ✗ ✗ ✓ ✗

2b. ✓ ✓ ✗ ✓

3. ✓ ✓ ✓ ✗

Similarly to Protocol III, Protocol IV is stated under the implicit as-
sumption that neither Alice nor Charlie are at their respective ‘ends’ of the
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linear network. If indeed A = 1, Alice performs those steps according to
the 1-column in Tab. 9.2. Similarly, if C = n, Charlie performs those steps
according to the n-column.

9.2.3 Measurements and post-processing
To complete the protocol, the participants use the generated GHZ state

either for verification or for key generation, with a probability of p or 1 − p,
respectively, where p is a parameter of the protocol. More specifically, the
network runs STATE PREPARATION and GHZ EXTRACTION a total of L times,
referred to as the block size. Using L · h2(p) bits of pre-shared key, the parti-
cipants divide the L resulting |GHZP⟩ states between m = ⌊p · L⌋ randomly
chosen Verification rounds and k = L−m Keygen rounds. For the Veri-
fication rounds, the participants all measure their qubit in the X basis, re-
cording the measurement outcome, which is used to assert the security of the
key.

To allow A to verify the state during the Verification rounds, B and C
announce their measurement result after each round; every other node in the
network announces a random bit to hide their identity. Moreover, so that the
non-participants do not have to know what are the Verification rounds, all
nodes in the network announce a random bit after every Keygen round as
well. Using the announcements of B and C, A computes the fraction of failed
Verification rounds QX = (1−⟨XAXBXC⟩)/2. Alice compares this value to a
pre-determined tolerance value Qtol, and REJECTS when QX ⩾ Qtol. In such
a case, she sets her abort bit to 1, although the actual abort is postponed until
a later stage.

The Keygen rounds are used by the participants to generate the raw key
by measuring their qubits in the Z basis, which results in a raw key of length
k in the possession of every participant. However, the participants have to
perform error correction and privacy amplification to ensure that they have
an εc-correct and εs-secret key, respectively.

Although the error correction is comparable to the methods introduced
in sec. 7.3.2 and the generalization to more parties in sec. 7.4, there is one
main difference. The participants still make use of e.g. an LDPC, so that A
computes the error syndrome es of her raw key. However, the error syndrome
is not uniformly random, and thus announcing it would give up anonymity,
even when this announcement is masked by random announcements from the
rest of the network. To effectively hide her identity, A encrypts it using
|es| = k · h2(QZ) bits of pre-shared key before announcing it; QZ is the
maximum (Z-basis) error rate between A and B, or between A and C, and is
pre-determined. To hide the identity of A, every other node in the network
announces the same number of random bits. B and C, having access to the
pre-shared key, are able to decrypt the error syndrome and use it to correct
their raw keys kB and kC .

The verification of the error correction has a similar adaptation. Using
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a publicly selected two-universal hashing key, A calculates the hash tA of
her raw key. To obtain εc-correctness, the length of the hash is taken as
|tA| = log (1/εc), and it is encrypted by Alice using |tA| bits of pre-shared key
to hide her identity; she announces it and every other node in the network
announces the same number of random bits. B and C, after they received and
decrypted it using part of the pre-shared key, compare tA against their own
hash and set their respective abort bits to 1 if they do not coincide.

Using three bits of pre-shared key, the participants subsequently announce
their encrypted abort bit, while all non-participants announce a random bit.
If any of the participant announce the value 1, they abort the protocol. If this
is not the case, the participants perform privacy amplification by applying a
two-universal hashing function whose output length ℓ is based on the tolerance
Qtol and the pre-determined security parameters. The output of this hashing
function is the secret key.

9.3 Security and anonymity
The GHZ state is extracted only from the middle linear cluster state |LM⟩,

so effectively only that state is used. The states |LL⟩ and |LR⟩ are created as
a bi-product during STATE PREPARATION - since the non-participants left of
A and right of C are not aware of their somewhat special position, they take
the same steps as those non-participants between A and C, thereby creating
|LL⟩ and |LR⟩.

In normal QKD or CKA, the adversary learns the error syndrome and er-
ror hash because it is announced through a public channel. Therefore, during
privacy amplification, the output of the hashing function is reduced by the
upper bound of the amount of information that the adversary can learn from
these. As noted in sec. 7.3.3, this is upper bounded by the length of the error
syndrome es and hash tA, so that length is taken as the amount that needs
to be subtracted. However, to guarantee anonymity, both es and tA are en-
crypted in LinACKA1, so that there is no information leakage during this step;
this in turn means that it does not need to be accounted for during privacy
amplification either. However, the encryption of es and tA is performed using
a pre-shared key, so for a fair comparison it needs to be reduced from the
extracted secret key. Interestingly, this anonymous version of error correction
does not reduce the key length, as the lengths of es and tA (and thus the
amount of consumed pre-shared key) is exactly the amount of information
leakage in standard error correction, namely k · h2(QZ) + log

(
1
εc

)
.

An arbitrarily large but finite amount of Verification rounds suffices to
obtain an arbitrarily good estimate of QX , so that in the asymptotic limit p

1This is done in the error correction step of ACKAv2, Protocol II as well, which means
a similar argument applies there.
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approaches 0. Therefore, all terms in the key rate that are dependent on p
vanish as well; this means that the asymptotic key rate becomes:

ra = [1− h2(Qtol)− h2(QZ)] , (9.2)

where the term −h2(Qtol) is due to privacy amplification, and the term
−h2(QZ) is due to error correction.

In the finite regime, the estimate of QX is based on a finite number
m of Verification rounds. To obtain εs-secrecy, a statistical correction
µ
(
εs−ε
2 , L, p

)
is added to the X-basis QBER Qtol (similar to γ(QX) in (8.7)).

This correction depends on the block size L and number of Verification
rounds m, and introduces a free parameter ε; it is detailed in sec. G.2. This
results in a finite X-basis QBER estimate Qfin

tol = Qtol+µ
(
εs−ε
2 , L, p

)
⩾ Qtol.

Ultimately, privacy amplification can then output an εs-secret key of length
ℓ(L) = k

[
1− h2(Q

fin
tol)
]
− 2 log

(
1
ε

)
(see sec. G.2), which is dependent on the

block size L through the statistical correction.
However, a more fair comparison is obtained by reducing the amount of

consumed pre-shared key from the output length ℓ. This takes into account
the pre-shared key to determine the Verification rounds (L · h2(p) bits), to
perform the error correction step (k · h2(QZ) + log

(
1
εc

)
bits) and to commu-

nicate the abort bit (3 bits). Writing k = L · (1− p) and subtracting this
pre-shared key results in a net secret key rate length:

ℓnet(L) = L · (1− p)

[
1− h2(Qtol + µ

(
εs − ε

2
, L, p

)
)− h2(QZ)

]
− L · h2(p)

−2 log

(
1

ε

)
+ log

(
1

εc

)
− 3.

(9.3)
ε > 0 is a free parameter, and p can be freely chosen as well. For given

parameters εs > 0, εc > 0, Qtol, QZ and L, ℓnet(L) can thus be optimized
over these two parameters. The net finite key rate then is rnet(L) =

ℓnet(L)
L .

The technical details of the proof can be found in chapter G.

Anonymity
There are various steps and details of the protocol that are in place only to

guarantee anonymity of the participants. Any non-participant that is imme-
diately to the right of a participant is not aware of their special position, so in
step 1 of Protocol III they apply a Z correction to their qubit (e.g. ωA+1)
even though there was no measurement outcome (e.g. oA). This is why in
step 2b the participants perform the Z operation on their qubit (e.g. τA): by
randomly applying this operation, they effectively perform an ‘anti-correction’
which will be corrected by their right neighbour.
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Moreover, the alternating (X-Y )-basis measurements during Protocol IV
are agnostic of the positions of the participants, so that the extraction of the
GHZ state can be performed without the positions of the participants leaking.
This pattern only works because A and C are at their respective ends of the
linear cluster state; it is for this reason that the network state |N ⟩ consists of
three different cluster states, as prepared during STATE PREPARATION.

Similarly to ACKA and ACKAv2, various announcements of measurement
results are announced during Protocols III and IV (by the selection of nodes
as detailed in Tabs. 9.1 and 9.2) and the Verification and Keygen rounds
(by B and C). The nodes that do not have to perform these announcements,
announce random bits instead to mask the identity of B and C. Chapter H
gives a detailed proof that the measurement outcomes are indeed uniformly
random and uncorrelated, and therefore indistinguishable from these random
bits.

However, there is a subtle point to be made: imperfect measurement ap-
paratuses or other noise might alter the probability distribution of the meas-
urement outcomes. In the simple case of measurement-basis agnostic noise
(e.g. depolarizing noise), the outcomes are still truly random. However, other
types of noise might add a bias to the measurement results that are being
announced. This would render the true measurement outcomes distinguish-
able from the random bits, because the latter do not have such a bias. The
nodes in the network can circumvent this by adding such a bias to their an-
nounced random bits, but special care needs to be taken to properly mimic
the bias that would arise from true measurement outcomes. They can learn
this by pre-characterisation of their measurement devices, so that they can
simulate the bias accurately. Note that such an adaptation of the measure-
ment outcomes does not affect the key rates or performance of the protocol
whatsoever.

9.4 Performance
As with any QKD or CKA protocol, it is essentially assumed that any

imperfections in the testing rounds are caused by interference from Eve. These
are accounted for during privacy amplification by reducing the secret key
length (see the −h2(Qtol) term in (9.2)), but this means that any actual
noise will reduce the amount of secret key as well. Moreover, the noise will
additionally affect QZ , further reducing the total length ℓ. This means that,
even in the absence of an adversary, there is a threshold for the QBER, above
which no key can be generated. For QKD systems the X-basis and Z-basis
QBERs are usually assumed to be equal in this scenario, so that this threshold
Qthr becomes the smallest root of 1 − 2 · h2(Qthr), which is Qthr ≈ 0.11.
Interestingly, the results for LinACKA are somewhat different. Because Qtol

is a three-party correlation, while QZ is a two-party correlation, the latter
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can be taken to be 2
3 rd of the former (assuming i.i.d. white noise, to first

order)2. This means that the threshold Qthr is the first root of the equation
h2(Qthr) + h2(

2
3Qthr)− 1, which is Qthr ≈ 0.133.

The value of ε plays a role in the statistical correction and implicitly de-
termines how many Verification rounds are necessary; therefore it sometimes
is referred to as εpe, where pe stands for parameter estimation. Although an
optimization of ε is technically possible, in general its value has little effect
on the ultimate key rate rnet. Therefore it is often taken that ε = εs

2 , so that
the two terms in (9.3) that are dependent on it are ‘equally distributed’. For
all calculations and simulations in this thesis this choice is indeed made.

The value of p has a much greater impact on rnet however, so that optim-
ization over p is considerably more important. The choice of p is addressed
in more detail in sec. 10.2.1, but can typically be taken p ⩽ 0.05, so that only
a small fraction of the L states are used for Verification rounds. In general,
p can be chosen smaller for a larger block size L, because for larger L there
are more testing rounds, resulting in a smaller statistical uncertainty in the
estimate of QX . In the remainder of this chapter, all presented results are
optimized over p.

To test the performance of the protocol, the key rates are calculated for
various network parameters. Fig. 9.3 shows the key rate rnet(L) as a function
of the block size L, for various noise levels. Note that the key rate can be
negative; this means that the post-processing steps consume more key than
can be generated, or that there is so much error in the raw key that it can’t be
corrected efficiently enough. Although the secret key length as presented in
(9.3) depends on the tolerance Qtol instead of the actual X-basis QBER, the
former can be chosen arbitrarily close to the latter. Hence, in the remainder
of this thesis every occurrence of Qtol is replaced by the noise rate QX .

From Fig. 9.3 it is evident that the key rate is heavily dependent on both
the block size and the X-basis QBER. The key rate is always monotonically
increasing as a function of L; the relative increase is considerably stronger
for lower L. This means that for modest block sizes, it is often very useful
to continue with the protocol even a little while longer. At the same time,
obtaining a positive key rate for low block size is only possible for low error
rates; the ‘break-even’ point, where the key rate first becomes positive, ranges
from L < 5 × 104 for QX = 0.03, to as high as L ∼ 3 × 107 for QX = 0.12.
Additionally, Fig. 9.3 shows the asymptotic key rate for the lowest included
error rate. Remarkably, the block size at which the finite key rate approaches
the asymptotic key rate, L ∼ 10× 1010, is similar for all error rate levels.

A more detailed representation is given in Fig. 9.4, where the finite key
rate rnet as a function of both L and QX is shown as a surface plot. The main
figure on the left depicts rnet, while the two smaller graphs on the right depict

2Note that, although this gives a higher threshold Qthr, a direct comparison with QKD
is unfair: Qthr is a three-party correlation instead of the two-party correlation in QKD, so
(for white noise) it will be higher.
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Figure 9.3: Finite key rate rnet of LinACKA (see (9.3)) as a function of the block
size L. The key rates for various X-basis QBERs QX are depicted; for every
simulation Qtol = QX and the Z-basis QBER is fixed at two-thirds of QX to
simulate white noise. For the smallest included X-basis QBER (QX = 0.015)
the asymptotic key rate is shown by the dotted line. The security parameters
εc and εs have been fixed at 1×10−10, while ε = 5×10−11, and p is optimized
for every block size and noise level individually.

the leading term in (9.3) (the top right figure) and the finite X-basis QBER
Qfin
X = QX + µ

(
εs−ε
2 , L, p

)
(the bottom right figure). The aforementioned

threshold Qthr is visible as the blue strip on the right of the main graph,
where no positive key rate can be obtained. Similarly, the blue strip on the
bottom indicates that, regardless of QX , no positive key rate can be obtained
for small block size L. This is mostly due to Qfin

X being too large for small L,
even if the actual error rate QX vanishes.

To offer a separate perspective, suppose that one needs a fixed amount of
secret key; for this it useful to know how many network uses (i.e. block size
L) are required. Tab. 9.3 details this for a selection of different secret key
sizes ℓ, for three different X-basis QBER rates. From the table it is evident
that for low block sizes L, a small increase in L can have a strong positive
effect. Indeed, for e.g. QX = 0.06 the break-even point is at L = 2.185× 105,
but increasing to L = 2.279×105 already gives 1000 bits of secret key; further
increasing to L = 3.039× 105 gives another 9000 additional bits of secret key.
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Figure 9.4: The finite key rate rnet is shown as a function of the X-basis QBER
QX and the block size L, and is heavily dependent on both. It is taken that
Qtol = QX , and the Z-basis QBER has been fixed at 2

3
rds of QX to emulate

white noise. The key rates have been optimized over p, and the security
parameters have all been set to εc = εs = 1 × 10−10, while ε = 5 × 10−11.
Left: The net finite key rate rnet (see (9.3)) is monotonically increasing with
L and monotonically decreasing with QX . Top right: the leading term in
(9.3) closely corresponds to the total amount, but differs for smaller L due to
terms in (9.3) that are independent of QX . Bottom right: the finite X-basis
QBER Qfin

X = QX + µ
(
εs−ε

2
, L, p

)
(i.e. including the statistical correction) is

strongly increased by a small block size L.

9.5 Discussion and conclusion
The network state |N ⟩ that is created during STATE PREPARATION is tech-

nically dependent on the positions of A and C. However, a straightforward
computation reveals that the reduced states of every individual qubit is max-
imally mixed, so that the quantum state of any node in the network does not
contain any information regarding the set of the participants.

As presented, the participants have to apply the correction operators on
their qubits before they are able to measure them in either the Z or X basis.
This is a highly undesirable property, especially since these corrections are de-
pendent on the measurement outcomes of the non-participants. Waiting until
the measurement outcomes are communicated implies that the participants
need a quantum memory, which would limit the feasibility of an implement-
ation of the protocol. However, these corrections are of such nature that
they can be dealt with differently. All corrections are Clifford operators, so
that their ultimate effect is only a potential change of measurement basis
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log10(ℓ) Qmx = 0.03 Qmx = 0.06 Qmx = 0.10

0 5.112e+04 2.185e+05 1.358e+07

3 5.696e+04 2.279e+05 1.361e+07

4 9.860e+04 3.039e+05 1.392e+07

5 3.770e+05 8.439e+05 1.679e+07

6 2.411e+06 4.600e+06 3.854e+07

Table 9.3: For fixed secret key lengths ℓ (in base 10 logarithm), the minimum
necessary block size L is given. The table details L for three different levels of
X-basis QBER QX , here denoted Qm

X . Remember that it is taken Qtol = QX ,
and that QZ has been fixed at two-thirds of every QX to simulate white noise.
The security parameters εc and εs have been fixed at 1× 10−8, ε = 5× 10−9,
and the simulations are optimized over p from (9.3).

to another Pauli operator. This is also why the corrections, as presented
in chapter F, have been explicitly divided between the configuration correc-
tion and the measurement outcome dependent corrections. The configuration
corrections involve Clifford operations that might rotate the X- and Z-basis
measurements to another Pauli basis, but these correction can be calculated
beforehand, as the distance between Alice, Bob and Charlie is known. The
measurement outcome dependent corrections are, as detailed in sec. F.1, at
most an X and Z operator. The action of these operators on any Pauli-basis
measurement is, at most, that the outcome are flipped (e.g. XZX† = −Z,
so that the +1 and −1 eigenspaces are interchanged, and therefore the meas-
urement outcomes as well). These corrections can be implemented in post-
processing, so that the actual measurements can take place before the out-
comes of the non-participants are communicated; this removes the need for
any quantum memory. This approach is similar to the technique discussed in
sec. 5.5, and is exemplary of a broader topic that is discussed in chapter 11.

The LinACKA protocol in its complete form starts with Bell pairs as an ini-
tial resource that are consumed to create the network state |N ⟩ during STATE
PREPARATION. However, due to the modular presentation of the complete pro-
tocol, this is somewhat separate from the rest of the steps. Indeed, if the
network were to obtain or realise the |N ⟩ state in any other way, it could still
be used in the subsequent steps of the protocol (provided there is no leakage
of identity). Moreover, the left- and right linear cluster states are, as noted
before, not strictly necessary for the remainder of the protocol. This means
that they could be omitted from any alternative approach to realising the
middle linear cluster state. Still, of course, the anonymity of the participants
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should be safeguarded, so that any alternative state on the ‘outer’ nodes does
not leak the identity of the participants.

Comparison with ACKAv2
In LinACKA, the non-participants do not have to learn what rounds are

the testing rounds, but rather just announce random bits after every round
(i.e. both the Verification and Keygen rounds). Only B and C announce an
actual measurement result after the Verification rounds, so that A is able
to assert the security of the key.

This is in contrast to the approach in ACKAv2 (Protocol II from
chapter 8), where the measurement outcomes are not announced publicly.
Instead, in that protocol the measurement outcomes are used as input to
the PARITY protocol, so that A can ultimately determine the error rate QX
without any node having to publicly announce their measurement results.
Still, this PARITY subprotocol is inefficient, so that it is only possible to run
it for a select number of rounds. In ACKAv2 this is solved by only explicitly
performing this for the Verification rounds. The drawback to this approach
is that the non-participants have to be made aware of the testing rounds,
which ultimately allows them to selectively ‘play nice’ during only the Veri-
fication rounds, so that they can perform any attack during the Keygen
rounds without being caught. The approach of ACKAv2 to remedy this, is to
wait long enough so that the quantum systems of all nodes have decohered
(i.e. the bounded storage model), so that the non-participants are not aware
of the type of the round when they perform their measurement.

Nevertheless, the approach from ACKAv2 solves an issue as well. As already
noted in Pub. [A], an adversary that has power over the central server can dis-
tribute +1 eigenstates of the X-basis measurements that the non-participants
perform during ACKAv2. Any node that announces the incorrect outcome
would then inadvertently give up their identity as a participant. Even though
this would result in failed Verification rounds, this is effectively ‘too late’:
the identity leakage has already happened. Because in ACKAv2 these outcomes
are never announced directly but only used as input to the PARITY protocol,
there is no such attack possible.

Essentially, the two approaches can thus be seen as a trade-off between
assumptions on the nodes in the network themselves, and assumptions on the
power of the adversary over the central server. ACKAv2, defined on a star topo-
logy with a strong central server, does not put any limitations on the central
server, and therefore uses the bounded storage model to put assumptions on
the nodes themselves. LinACKA, on the other hand, does not have a distrib-
uting server, and thus puts its assumptions on the power of the adversary: it
assumes that the adversary cannot corrupt multiple nodes at once to perform
a collective attack involving multiple dishonest nodes.
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Collective attacks to break anonymity
Indeed, the restrictions in the adversarial model that is put in place to limit

the non-participants to not perform colluding attacks, is put in place only so
that anonymity cannot be broken. A straightforward analysis shows that, by
actively deviating from the protocol, any pair of nodes i − 1 and i + 1 can
determine if the node i in between is a participant or not. More specifically,
they can perform measurements during Protocol IV that are different from
the prescribed X- or Y -basis measurements to exploit the stabilizer structure
of the linear cluster state. By e.g. both measuring in the Z-basis, they can
effectively create a 3-body measurement on i−1, i and i+1 that is a stabilizer
element (i.e. the operator Z(i−1)XiZ(i+1))3. The outcomes of these measure-
ments should be correlated, which can easily be verified by the two colluding
nodes because they have access to the outcome mi. However, in the case that
node i is in fact a participant, they would announce a random bit instead of
an actual measurement outcome. There is then no correct correlation with
50% probability, from which the colluding nodes i− 1 and i+ 1 can conclude
that node i is a participant. Similarly, if the correlations are always correct,
they can conclude that node i is not a participant.

It should be noted that this and similar attacks are, in principle, protocol-
breaking. By performing these deviations from the protocol, the attacking
nodes will affect the state in such a way that ultimately the Verification
rounds will fail. As such, even in a stronger adversarial model where coherent
attacks by colluding parties are allowed, anonymity can not be compromised
without such leakage being detected. Furthermore, as noted in the introduc-
tion to this chapter, the security proof presented in chapter G (i.e. for the
security of the key) does not function under this assumption, but allows for
these coherent attacks by colluding parties as well. This means that whenever
the protocol does not abort, both security and anonymity are guaranteed.

Generalisation to more than three participants
As presented in Pub. [D] ([46]), the protocol specifies that there are exactly

three participants. During the protocol, they extract a |GHZ3⟩ state from the
middle linear cluster state |LM⟩ as detailed in sec. 9.2.2. However, from
the results presented in chapter 5 it follows that a larger GHZ state could
be extracted from |LM⟩. Therefore, in principle a larger set of participants
could use this larger GHZ state during Keygen and Verification rounds to
create a shared secret key or assert its security. However, an integral part of
the anonymity of Protocol IV is the alternating (X-Y )-basis measurement

3It is here assumed, for brevity, that node i indeed performs an X-basis measurement
instead of a Y -basis measurement. A different attack in the case of a Y -basis measurement
is possible as well, but would involve a different selection of colluding nodes.
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pattern: using this participant-agnostic pattern, the non-participants cannot
determine who are A, B and C.

The measurement patterns from any larger extraction pattern (i.e. one
with more than three participants) would have to be similarly designed so
that they are independent of the locations of the participants. Although
not trivial to find, such an extraction pattern could be used to increase the
number of participants in LinACKA. However, note that the corrections that
the participants have to perform to obtain the true GHZ state would be less
trivial as well, so that a closed form as presented in chapter F might prove
impractical.

As pointed out earlier, the measurement pattern from Protocol IV with
the alternating (X-Y )-basis measurements works because A and C are at the
ends of a linear cluster state from which the GHZ state is extracted. To real-
ise this, STATE PREPARATION creates the network state |N ⟩ where the middle
linear cluster state is indeed from A to C. However, an adapted measure-
ment pattern (for e.g. a larger number of participants) might not necessarily
need the participants on such exact positions. Hence, an adapted measure-
ment pattern in GHZ EXTRACTION for a larger number of participants might
additionally invoke the need of an adaptation in STATE PREPARATION, so that
e.g. only one, single linear cluster state is created. Still, a measurement pat-
tern for a larger number of participants that is agnostic of the positions has
proven difficult to find.

It should be noted that, except for the current presentation of Protocol IV
and the associated configuration corrections, it is trivial to adapt the protocol
to more than three participants. The middle linear cluster state would still be
used to extract the (larger) GHZ state, and all measurements, post-processing
steps and security- and anonymity proofs are presented in such a way that it
is trivial to adapt them to a larger number of participants.

Conclusion
This chapter has introduced LinACKA, a protocol to perform anonymous

conference key agreement in linear networks. There is no central server that
has to distribute the necessary entanglement, which creates a network topo-
logy that is less stringent than the star topology of ACKA and ACKAv2 from
chapter 8. Both the ACKA and the LinACKA protocols were implemented in
a photonic experimental setup; these implementations are presented and dis-
cussed in chapter 10.





10
EXPERIMENTAL

REALIZATIONS OF
ANONYMOUS CONFERENCE

KEY AGREEMENT

To complement chapters 8 and 9, this chapter details the collaboration with
the experimental group led by Prof. Stephanie Barz at the Universität Stut-
tgart. They have performed an experimental implementation both of ACKA
and of LinACKA, originally presented in Pubs. [B] and [E] ([45, 47]), respect-
ively.

The actual experimental implementation of either of the protocols was not
performed by me, but by the respective first authors. This chapter focuses on
the post-processing of the experimental data, performed by me. It includes
both a tomographic analysis of one of the prepared states, and an analysis of
the implementation of the protocols themselves, including a calculation of the
obtainable key rates for LinACKA, specifically.

The first implementation, an experimental realisation of ACKA originally
presented in Pub. [B] ([45]), is presented in sec. 10.1. LinACKA is covered by
sec. 10.2. More specifically, sec. 10.2.1 contains a detailed discussion on the
parameter p, the relative number of Verification rounds whose value can
greatly influence the finite key rate rnet. It was neither included in Pub. [D]
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nor in Pub. [E], nor presented anywhere else before. Then, sec. 10.2.2 presents
the experimental implementation of LinACKA from Pub. [E]. Some of the post-
processing presented in that chapter was not performed by me, but it has
been included in the subsection for completeness. Any results that were not
obtained or calculated by me are explicitly stated to be so by citing [47]. Most
notably, Fig. 10.5 is taken (but adapted) from [47]. The chapter is concluded
in sec. 10.3.

10.1 Star network ACKA
In the first experimental realisation, presented in Pub. [B] ([45]), a po-

larisation encoded, four-photon |GHZ4⟩ state1 was prepared in an all-optical
setup, with a fidelity of F = 0.85(±0.02) [45]. A tomographic reconstruction
of the experimental state can be found in Fig. 10.1; for more details on the
experimental setup see [45].
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Figure 10.1: State tomographic reconstruction of the experimental state as
presented in [45], that is used to implement ACKA. The fidelity with the |GHZ4⟩
state is F = 0.85(±0.02). A perfect |GHZ4⟩ state has four non-zero terms:
|0000⟩⟨0000| = |1111⟩⟨0000| = |0000⟩⟨1111| = |1111⟩⟨1111| = 1

2
. The experi-

mental state closely resembles this; imperfections and noise are represented by
other non-zero entries.

This state acts as the resource for an implementation of ACKA in a network
of four nodes N = {1, 2, 3, 4}. There are six different partitionings N =
P∪P̄ chosen for which to implement ACKA; four configurations where |P| = 3,
labelled A−D, and two where |P| = 2, labelled E−F. All these configurations
are listed in the first two columns of Tab. 10.1.

1The prepared experimental state was not exactly the GHZ state, but rather a state
LC-equivalent to it. Thus, all of the measurement bases prescribed by the protocol had
been rotated as well, but for clarity this is omitted in the presentation in this chapter.
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Configuration P
Keygen

(success/total)
Verification
(success/total) D

A 1, 3, 4 2687/2823 58064/64379 22.81

B 2, 3, 4 1213/1272 23222/26056 20.48

C 1, 2, 3 1210/1265 31111/34924 27.61

D 1, 2, 4 1097/1151 69139/77265 67.13

E 1, 2 2521/2600 67858/75298 28.96

F 3, 4 2647/2749 79047/88202 32.09

Table 10.1: The experimental |GHZ4⟩ state is used to implement ACKA in
6 different network configurations, i.e. 6 different choices of P. They are
labelled A−F, where the second column details the nodes that are in P. The
successful and total number of Keygen and Verification rounds are detailed
in the third and fourth columns, while the security parameter D, the ratio of
number Verification to Keygen rounds, is given in the last column. Note
that the number of participants is 3 for A−D, while it is 2 for E− F.

In a complete, networked implementation of ACKA, the security parameter
D would be specified, and a public source of randomness would be used to de-
termine for every preparation of the |GHZN ⟩ state whether it will be used for
a Keygen or Verification round. On the other hand, in the implementation
presented here a different approach is taken: all Keygen and Verification
rounds are performed separately in bulk. This results in a total of 12 differ-
ent measurement settings, two for each network configuration. An artefact
of this is that the security parameter D is determined as the ratio of total
Verification to Keygen rounds, instead of vice versa.

Tab. 10.1 details, for every configuration separately, the number of suc-
cessful and the total number of both Keygen and Verification rounds. A
successful Verification round means a round where Alice does not REJECT;
a successful Keygen round means that the outcome of all participants was
the same, so that the raw key bits are identical.

In Fig. 10.2 the rates for all 12 measurement settings are presented. The
results of the Verification rounds are an aggregate of all different meas-
urement settings that can arise during the verification rounds. Although the
original presentation of ACKA in Pub. [A] does not include a finite key analysis
and as such does not explicitly mention the X- or Z-basis QBER, the rates
presented here can be understood as an upper bound on the (inverted) QZ
(for the Keygen rounds) and as the de-facto (inverted) QX (for the Verific-
ation rounds) of the implementation. Note that Fig. 10.2 shows the success
rate, so that a rate of 100% or 0% indicates a QBER of 0 or 1, respectively.
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Figure 10.2: Success rates for the experimental implementation of ACKA, of
both Keygen and Verification rounds for all 6 different configurations of
the network. These rates can be viewed as the de-facto (inverted) QZ (for the
Keygen rounds) and QX (for the Verification rounds) of the implement-
ation. The results show that all rates lie within the theoretical thresholds,
so that an experimental realisation of the protocol with positive keyrates is
possible.

The results show that all rates lie within the theoretical thresholds, so
that an experimental realisation of the protocol with positive keyrates is pos-
sible. The Keygen rounds perform considerably better than the Verification
rounds, which means that the penalties in the key rate due to error correction
would be relatively small. This difference in performance is explained by the
different types of correlations that are being checked. During the Verifica-
tion rounds, essentially correlations are checked for the entire network (i.e. in
this case four-body correlations). The Keygen rates on the other hand con-
cern correlations between only the participants. This also explains why the
Keygen rates are better for configurations E and F compared to configur-
ations A − D, because they involve only two-body correlations, instead of
three-body correlations.

10.2 Linear network ACKA
This section discusses implementations of LinACKA. Section 10.2.1 dis-

cusses the influence of the value of p on the net finite key rate rnet (see (9.3));
this was not originally presented in Pub. [D] nor anywhere else. Section 10.2.2
presents the experimental implementation of Pub. [E].

10.2.1 Dependence of finite key rate on p
The parameter p in LinACKA, that determines the fraction of rounds that

are used for Verification rounds, can be chosen freely. However the net secret
key rate rnet can be strongly dependent on the value of p. There are various
terms in the net key rate ((9.3)) that directly depend on it, but some of these
terms are additionally dependent on the block size L, the QBER QX and the
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security parameter εs. These parameters are all intricately intertwined, so
that the effect of the value of p on the key rate is not always straightforward
to understand.

Nevertheless, the value of p can greatly influence the secret key rate: it can
make the difference between a negative or positive net key rate rnet, or it can
change the minimum block size to obtain a fixed rnet by orders of magnitude.
Fig. 10.3 shows a plot of the net key rate rnet as a function of p, for various
noise levels QX .
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Figure 10.3: The net key rate rnet as a function of p, for various QX and fixed
block size L = 1× 108. It is strongly dependent on p, and for every QX there
is an optimal choice for p.

The optimal choice of p generally depends on the values of L, QX and εs,
but is not easily found: for fixed values of L, QX and the security parameters,
(9.3) must be optimized for p. Fig. 10.4 shows a 2D plot of the optimal value
for p as a function of both L and QX .

From Fig. 10.4 it is evident that the optimal choice of p is strongly de-
pendent on the block size L. This dependence is clear: p directly determines
the (relative) number of Verification rounds, but for a moderate block size L
this results in a small absolute number of Verification rounds. Fewer rounds
to estimate QX results in a larger statistical uncertainty, which has to be
accounted for by a larger statistical correction µ, resulting in a shorter secret
key.

At the same time, the optimal choice of p is less strongly dependent on
the X-basis QBER QX . Note that (at a fixed L) the optimal choice of p is
lower for a higher QX than for a lower QX . The reason why is because, in the
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Figure 10.4: Surface plot of poptimal, the choice of p that results in the highest
net key rate rnet, as a function of both the X-basis QBER QX and the block
size L. poptimal is heavily dependent on the block size L, especially for smaller
sizes. It is less dependent on QX , especially in the regime of positive keyrate.
The gray dashed line shows the break-even point, under which rnet < 0. Note
that the L-axis ranges until 1 × 108, unlike 1 × 1012 in e.g. Fig. 9.4. The
lowest region (where L is smallest) with p ≈+ 0 is explained in the main text.

term −h2(QX+µ
(
εs−ε
2 , L, p

)
) from (9.3), the parameter µ = µ

(
εs−ε
2 , L, p

)
is

comparatively small when QX is high. This means that choosing a smaller p
is then less detrimental, because the total term over which the binary entropy
is calculated (i.e. QX + µ) is already large anyway. It should be noted that
the only region where this plays an important effect is under the gray dashed
line, i.e. the region where no positive key rate can be obtained anyway.

It can be concluded that in settings with positive net key rate rnet, poptimal

can be taken roughly independent of QX , which is reflected by Fig. 10.3.
Still, Fig. 10.4 shows that it is strongly dependent on the block size L.

For the lowest region in Fig. 10.4, the term −h2(QX + µ
(
εs−ε
2 , L, p

)
) in

(9.3) becomes so large (i.e. > 1
2 ) that it gets cut off regardless of the value of

p . Therefore, the lowest p possible optimizes the key rate, because the term
h2(p) in (9.3) is then smallest. However, for this region it holds that rnet < 0
for all p anyway, so that choosing the optimal p is irrelevant.
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10.2.2 Experimental implementation of LinACKA
For the experimental realisation of LinACKA presented in Pub. [E] ([47]), a

polarisation encoded, four-photon linear cluster state was prepared by fusing
two pairs of entangled photons using a photonic CZ gate [208]. Specifically,
a rotated |Lrot

4 ⟩ is prepared from two Bell states |B11⟩ (see (1.52)):
∣∣Lrot

4

〉
=

1

2
(|0101⟩+ |0110⟩ − |1001⟩+ |1010⟩) = C

(2,3)
Z |B11⟩⊗ |B11⟩ , (10.1)

which is related to the |L4⟩ state by the local Clifford operation H1X2X3H4.
Instead of performing this correction, all the measurement bases dictated by
the protocol are rotated under this local Clifford operation.

Every photon has its own output mode which ends in a photon detector
that clicks when a photon is detected in the mode. The CZ gate is effectively
realised when a click occurs in all four detectors simultaneously, which hap-
pens with probability 1/9 [47]. This means that the realisation of the state is
probabilistic but heralded. Hence, the setup is left ‘on’ for a prolonged time,
the integration time, during which multiple measurements are aggregated.
Therefore, the |Lrot

4 ⟩ state effectively ‘lives’ only when it is properly detected
and measured. Different measurement bases are realised by including phase
shift wave-plates in the setup. For more details of the experimental setup, see
[47].

Because of the heralded nature, the number of correct detections (i.e. real-
isations and measurements of the |Lrot

4 ⟩ state) is not pre-determined. The
fidelity of the experimental state with the |Lrot

4 ⟩ state was estimated in [47]
to be F = 79.8 ± 0.8% using state tomography with maximum-likelihood
estimation.

In the implementation of the protocol, the nodes A and C are fixed to
have the first and last qubit of the |Lrot

4 ⟩ state, respectively. This means
that there is a single non-participant, which is either at the second or third
qubit. Moreover, LinACKA dictates two different measurement bases for this
non-participant, namely the X basis (β2 = 0) or Y basis (β2 = 1). Therefore,
there are four different measurement configurations in total, labelled X2, Y2,
X3 and Y3, which are the four different possible measurement operators of the
non-participant. The rate of successful Keygen and Verification rounds for
every four of these configurations is presented in Fig. 10.5.

The values for the Keygen rounds presented in Fig. 10.5 are the relative
number of ‘successful’ rounds. Successful here indicates that the generated
bit for all three participants was equal. This means that the true value for the
(inverted) QZ will be better (i.e. higher), because this is the maximum of the
pairwise error rate between A and the other two participants. It follows that
calculating the asymptotic keyrate is, strictly speaking, not possible from the
rates presented in Fig. 10.5. When uncorrelated errors during the Keygen
rounds are assumed, the value for QZ would, to first order, be 2

3 of the Key-
gen error rate (i.e. the inversion around 100% from the values presented in
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Figure 10.5: This image is taken and adapted from Pub. [E] ([47] (Fig. 3)).
Success rates for the experimental implementation of LinACKA, of both Key-
gen and Verification rounds for all 4 different configurations of the network.
The rates for the Keygen rounds are an upper bound to the (inverted) QZ ,
because they measure the three-party correlations of all participants, instead
of the bi-partite correlations that the actual QZ reflects. The rates for the
Verification rounds can be understood as the (inverted) QX of the imple-
mentation. The results show that all rates lie within the theoretical thresholds,
so that an experimental realisation of the protocol with positive keyrates is
possible.

Fig. 10.5). Taking this assumption, this would result in a positive asymptotic
key rate for all different measurement settings.

For one specific measurement setting, X2, the experiment was prolonged
so that a larger set of rounds was performed. More specifically, there were
10.814 Keygen rounds and 294 Verification rounds, for a total of 11.108
prepared linear cluster states, resulting in a ratio p = 0.026. Out of the 294
Verification rounds, there were 33 incorrect measurement outcomes, so that
QX = 33

294 = 0.112. The bi-partite error rates between A and B, and A and
C are QA,B

Z = 0.0959 and QA,C
Z = 0.0927, so that the asymptotic key rate of

the experimental implementation is:

ar = 1− h2(0.112)− h2(0.0959) = 0.0375. (10.2)

The value for QZ shows that the above assumption leading to QZ = 2
3QX ,

gives an underestimate for the Z-basis QBER. If the errors were uncorrelated,
all bi-partite error rates would be similar, but the bi-partite error rate between
B and C is QB,C

Z = 0.042. This is considerably lower than QA,B
Z and QA,C

Z ,
which is caused by the nature of the preparation of the |Lrot

4 ⟩ state (see (10.1)).
Before the CZ gate is realised, the state is separable over the bi-partition
{1, 2} : {3, 4}, and only after the entangling gate it becomes a true multi-
partite entangled state. This analysis and the relatively low bi-partite error
rate QB,C

Z shows that the prepared Bell states have a relatively high fidelity,
so that the correlations between B and C are relatively strong.
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It should be noted that the Verification rounds are bunched, so that
multiple Verification rounds are performed in succession. More specifically,
the total experiment is divided between runs of a fixed length of 60 seconds
each. A biased random bit generator indicates, at the start of each run, if the
rounds in the run will be Verification or Keygen rounds. The experimental
setup is then automatically adapted so that the measurements are performed
in the correct basis for that type of round. For each run, the integration time
of the setup is thus 60 seconds, during which a random number of correct
four-photon clicks occurs. Repetitions of multiple runs then results in an
aggregate number of Verification rounds and Keygen rounds. This practise
is common in proof-of-principle experiments, but the choice between Keygen
and Verification is not independent for every round in such an approach,
which affects the security of the protocol.

10.3 Conclusion
The experimental implementations that were presented in this chapter

have showed that it is possible to utilize multi-partite entanglement in net-
working protocols. The realisations are proof-of-principle instead of fully-
fledged implementations of the complete protocols. Nevertheless, they pave
the road forward for quantum networks beyond point-to-point communica-
tion.

The presentation of ACKA and LinACKA in chapters 8 and 9, respectively,
is theoretical in nature. LinACKA explicitly allows for failed Verification and
Keygen rounds by performing error correction and privacy amplification.
Still, the protocol is completely agnostic to the source or type of noise. A
better inspection of the typical type of noise that arises in the experimental
setup could be beneficial to the performance, and ultimately the keyrates, of
the protocols.

Additionally, the theoretical presentation of both protocols assume that
the distributed quantum systems are two-level systems, i.e. qubits. The exper-
imental setup from Pubs. [B] and [E] realises signals that are close to single
photons, but as with any experimental implementation there is still a finite
probability for other photonic probability distributions and therefore attacks,
e.g. the PNS attack. A security proof that takes this into consideration could
improve the key rates or increase the security of the protocol implementation.
Preferably, such an improved security proof would not have to resort to de-
coy states (see sec. 7.2.2) or similar techniques, because such measures would
reduce the key rates.

Furthermore, the method that is used for cluster state generation is based
on a probabilistic gate. This means that a higher number of nodes in the net-
work, which would involve a larger number of CZ gates, has an exponentially
averse effect on the success probability of the preparation of a single network
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state. Other methods to realise the entangling gates from the protocol might
therefore be necessary.



PART IV

CONCLUSION





11
CONCLUSION

The research presented in this thesis has contributed to the advancement of
the thriving field of quantum communication and cryptography, by both ad-
dressing fundamental questions regarding multi-partite entanglement, and by
exploring the utilization of multi-partite entanglement in anonymous quantum
networking protocols. Not including the introduction of the relevant basics of
quantum information science presented in part I, the thesis was divided into
two parts, that covered these two different research areas that I have been
active in.

The fundamental questions regarding multi-partite entanglement were the
topic of part II, which discussed its distribution, transformation and categor-
ization within quantum networks. Specifically, chapter 5 (Pub. [F]) concerned
extraction, where we showed that for the exact choice of linear cluster state
and GHZ state as resource and target graph states, respectively, the decision
of extraction in a network setting is possible. In doing so, we showed an upper
bound to the size of any GHZ state that can be extracted from a linear cluster
state, and provided a complete characterization of what selections of nodes
are possible.

After this, in chapter 6 (Pub. [G]), we presented various novel methods
to characterize the LU-orbits and entanglement classes of graph states, and
novel tools to compare sets of graph states regarding their LU-equivalence.
Moreover, we studied the performance of these methods in identifying and
distinguishing all LU-orbits and entanglement classes up to nine qubits.

After the part that discussed foundational aspects of multi-partite en-
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tanglement, part III dealt with a more operational topic and discussed the
utilization of multi-partite entanglement in quantum networking protocols.
More specifically, the concept of anonymity was introduced in chapter 7, in-
cluding Defs. 31 and 32, which we originally presented in Pubs. [A] and [C],
respectively.

In chapter 8 (Pubs. [A] and [C]), we introduced two protocols to per-
form anonymous conference key agreement (ACKA), where the first protocol
is a proof-of-concept, and the second, more robust, protocol (that has two
variants) improves over the first by solving various problems with the first
protocol (see sec. 8.2.3). As discussed in sec. 8.4, both these protocols assume
a (somewhat restrictive) star network topology.

Chapter 9 (Pub. [D]) introduced a novel ACKA protocol that assumes
a linear network - a less restrictive network topology. In that publication,
we showed that ACKA is possible without the presence of a central distrib-
uting server, but that the necessary entanglement can be distributed by the
nodes of the network themselves. This showed that the utilization of multi-
partite entanglement is effective even in network configurations that are more
constrained in their resources.

Finally, chapter 10 (Pubs. [B] and [E]) presented experimental realizations
of these ACKA protocols. Although I did not perform these experiments
myself, I did perform or aid in the post-processing and the analysis of the
experimental data. With these publications, we showed that the utilization
of multi-partite entanglement goes beyond theoretical analysis, and that it is
possible to utilize it in experimental realisations.

Our research has explored the distribution and categorization of multi-
partite entanglement in quantum networks, and has shown that it can be
a valuable resource in quantum networking applications. Together with the
myriad other recent studies and publications regarding quantum communic-
ation and cryptography, our research paves the way forward towards a global
quantum internet [32].

Looking ahead, future work could explore many more aspects of both the
foundational, theoretical topics of part II, as well as the more operational
topics of part III. The next, and final, chapter of this thesis details potential
ideas for such future research.



FUTURE RESEARCH
Some of the conclusions in chapters 5, 6 and 8 to 10, i.e. those presenting

my research, include potential ideas for future research that can be conduc-
ted. Those ideas are focussed on the topic of each specific chapter, and are
largely similar to the ideas presented in the discussions and conclusions of the
associated publications. This section takes a broader approach and suggests
ideas for future research that do not necessarily fit into the scope of any par-
ticular single chapter. Three different topics are addressed, each in their own
separate section.

A restriction of the LOCC paradigm
The LOCC paradigm introduced in sec. 4.1 is the de-facto standard for

the study of entanglement and the equivalence of states of quantum networks.
Most important results in entanglement theory are within the scope of LOCC
operations. However, as discussed in sec. 4.1, there are many scenarios where
the classical communication that is inherent to the paradigm might not always
be practical or possible to perform. As an example, consider a protocol that
dictates that a single-qubit correction has to be applied to a node in a network,
conditioned on the outcome of a measurement of another node. If the nodes
are far enough removed from each other, the time it takes to communicate this
outcome might be longer than the decoherence time of the qubit on which the
correction operation has to be applied. This would mean that the quantum
information is lost before it can be acted upon, and that the protocol would
fail.

The LOSR paradigm (see sec. 4.1) is one answer to this problem. Here
there is no classical communication possible, but the nodes in the network
can rely only on shared randomness. As previously discussed, LOSR is not
widely studied, but there are certain no-go results within the paradigm [53,
54].

At the same time, restricting solely to LOSR can be overzealous. Indeed,
the techniques and discussions in secs. 5.5 and 9.5 have shown that the con-
ditional gates in the GHZ extraction and in LinACKA can be adapted: these
corrections are delayed until post-processing, and all necessary quantum op-
erations, including the measurements, can be performed without having to
wait for the classical communication to arrive.



Page 190

Although this approach is not possible for all types of correction operators
and measurements of any generic protocol or computation1, the examples of
secs. 5.5 and 9.5 show that there are indeed protocols where it is possible to
delay the corrections. It is thus fruitful to consider a ‘middle ground’ between
LOSR and LOCC, where classical communication is not prohibited, but no
conditional quantum gates2 are allowed. In such a paradigm, that I call
LODCC (local operations and delayed classical communication), de-cohering
quantum systems are much less an issue.

There exists a well-defined mathematical description for LOCC [36], which
is easily adapted to describe LOSR. It is unclear if a description of LODCC
can be obtained which is equally well-defined.

Towards such a description, note that for the examples from secs. 5.5
and 9.5, the communication can be delayed because the correction operators
are single-qubit Pauli operators. These single-qubit Pauli operators at most
invert the outcomes of the subsequent Pauli measurements, so their effect
can de understood as a re-interpretation of the outcomes. A mathematical
description of LODCC would have to reflect this.

This can be extended beyond Pauli measurements and correction operat-
ors. Consider the case where the ultimate step of a protocol is described by
some POVM {Eo}. Moreover, suppose that the effect of a correction oper-
ator Cm (based on some outcome m of a measurement on another system)
at most re-labels the POVM (i.e. the elements of the POVM get ‘shuffled
around’). Then, the effect of the correction operator can be simulated in
post-processing by re-interpreting the measurement outcomes. Beyond mere
re-shuffling of the POVM, the correction could be allowed to, for instance,
change certain probability distributions associated with the POVM.

Another important open question regarding LODCC, is which known pro-
tocols that fall within LOCC do not additionally fall under the paradigm of
LODCC. I have not been able to find any examples of such protocols.

Multi-partite entanglement in graph states
Part II introduced various aspects of the study of entanglement in net-

works, with an emphasis on multi-partite entanglement. Many of these results
are on the equivalence of graph states, where reversible operations are con-
sidered that do not involve measurements. As is briefly discussed in sec. 6.7,
the methods presented in chapter 6 can potentially be extended to addition-
ally characterize the effect of measurements on graph states.

1Indeed, consider measurement-based quantum computation [209]. If any correction
operator could be postponed until after the measurements, this would essentially make
such quantum computers classically simulable, resulting in the collapse of BQP to P.

2That is, quantum gates that are conditioned on classical data of other systems.
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Measurements on graph states and their effects can potentially also be util-
ized to develop invariants of LU- and LC-orbits or entanglement classes and
LC-classes, beyond the marginal dimension (see sec. 6.2). Indeed, consider an
n-qubit graph state |G⟩ and its LC-orbit OLC(|G⟩). Additionally, consider the
post-measurement states after measuring the first qubit in theX, Y or Z basis,
which are |GX1

⟩ = |τ1 (τb (G)) \ 1⟩3, |GY1
⟩ = |τ1 (G) \ 1⟩ and |GZ1

⟩ = |G \ 1⟩,
respectively (see sec. 3.4). Now, because a single-qubit Clifford operation on
node 1 can at most permute the three Pauli operators (X1, Y1 and Z1), the
set of all three LC-orbits {OLC(|GX1

⟩),OLC(|GY1
⟩),OLC(|GZ1

⟩)} is invariant
under local Clifford operations on |G⟩, and can thus act as an identifier of
OLC(|G⟩). These three (n − 1)-qubit LC-orbits can be identified using, for
instance, their two-body marginal tensors T2 (see sec. 6.3), so that different
graph states can be compared. Of course, this analysis applies to any node
and not just node 1, which leads to n sets of invariants that can all be separ-
ately checked for LC-orbits. For LC-classes they can all be combined into a
set of n three-tuples.

Preliminary results have shown that this method can distinguish pairs of
LC-orbits that cannot be distinguished by the methods of chapter 6. Indeed,
the two graphs from Fig. 6.7 can be shown to be LC-inequivalent using this
method, even though the structure of their marginal dimensions is identical.
It should be noted, however, that this method only characterizes equivalence
under local Clifford operations, but not local unitary operations.

Note that all results presented in part II consider the specific setting where
every node in a network only has access to one qubit of the graph state. In-
deed, only local unitary or local Clifford operations are considered, while both
Defs. 9 and 10 explicitly allow only single-qubit operations. An interesting
extension of the set of allowed operations could include multi-qubit operations
like the CZ gate, but only on specific subsets of nodes4. This extension has
been investigated in [210], where it is called party-local Clifford operations. It
is straightforward to show that a CZ gate between nodes 1 and 2 of a graph
state cannot change its marginal dimension d{1,2}, and it thus seems that
the results from chapter 6 can naturally be extended to settings with such
party-local Clifford operations. Many questions regarding party-local Clifford
operations, or their general unitary counterparts, remain open.

3b is some random node in the neighbourhood N1 of node 1.
4Such subsets have to be somewhat restrictive for the problem to be interesting and

make sense, and for it to not be too general. Indeed, if a CZ gate can be applied between
any pair of nodes, it is straightforward to see that any graph state can be reproduced from
any other graph state, even the empty graph state. Moreover, even when only a ‘path’ of
CZ gates can be made from any node to any other node, any graph state can be reproduced
(this follows from group-theoretic arguments regarding the Clifford group).
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Anonymous communication
Part III introduced the topic of anonymity, and gave two definitions,

Defs. 31 and 32 (see sec. 7.5). Def. 32 aims to improve over Def. 31 by
providing a notion of approximate anonymity through the introduction of a
security parameter εa, but nevertheless problems still persists with this defin-
ition. Most notably, open questions remain regarding its composability. First
and foremost, it is unclear if a notion of composable anonymity, in the spirit
of composable security [168], is the correct approach or even an applicable
notion.

Indeed, the concept of composable security gives guarantees that any out-
put of a protocol that is composably secure (i.e. key that was outputted by a
QKD protocol) can safely be used in any subsequent application.

The case for anonymity, on the other hand, is different. Def. 32 defines
anonymity purely in terms of the protocol, and there is no notion of anonymity
associated with the output of the protocol, whatever this output may be. As
such, the anonymity of the scheme seems to be independent of the output,
and therefore independent of the safety of using that output in any subsequent
step. In that sense, composability would not be applicable.

Note that, even if a correct notion of composable anonymity can be ob-
tained, Def. 32 would either need to be provide this, or would need to be
adapted to do so.

Beyond questions of composability, there exist other issues with the defin-
itions of anonymity. Although Def. 32 does allow for approximate anonymity,
the protocols presented in chapters 8 and 9 all obtain ‘absolutely anonymity
(i.e. εa = 0). Although this seems to be a strong feature at first glance,
this likely means that small artefacts or discrepancies in an implementation
can potentially break anonymity. Such effects can be investigated further.
Moreover, the proofs need to potentially be adapted in such a scenario.

Separately, the presented definitions of anonymity were devised in the
scope of key generation and broadcasting. However, there are many other ap-
plications in quantum communication (see e.g. the introduction of this thesis)
for which anonymity in one form or another can be desirable. It remains am-
biguous whether anonymity in all these different tasks can be covered by the
same definition, or if all these different tasks need their own specific definition
of anonymity.
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APPENDICES



A
Proof of Thm. 1

This appendix gives the proof of Thm. 1. It is directly sourced from
Pub. [F] ([68]) where it is included as appendix A. However, the notation
σx has been changed to X, etc. Still, the proof uses e.g. the notation σaii
to represent any of the three Pauli operators Xi, Yi or Zi, indicated by ai ∈
{x, y, z}1.

For convenience, the theorem is first restated.

Theorem 3. (Pub. [F]) No 2-island can have both a left and a right neighbour
in VG. This means that there is no node left of i or right of i+ 1 in VG.

Proof. The proof is by contradiction. First, fix a set VG such that {i, i +
1} ⊂ VG and let the post-measurement state |ψ⟩VG

be locally equivalent to
|GHZVG

⟩. Assume now that there are both j < i and k > i + 1 for which
both j, k ∈ VG. W.l.o.g. assume that j and k are the direct left- and right
neighbour of i and i+ 1, respectively.

The generators for the linear cluster state are {li0 = Zi−Xi0Zi+}i0∈VL
. If

the post-measurement state is locally equivalent to the GHZ state then there
must exist a (reversible) generator transformation such that their support
on i and i + 1 coincides exactly with (the generators of) the GHZ state -
up to local Clifford rotations. We will now show that, from a reversible
transformation of the {li0}, it is impossible to obtain such a set of generators
when j, i, i + 1, k ∈ VG. This directly implies that a measurement pattern
such that the GHZ state can be obtained is not possible.

(A set of) generators for the GHZ state are, {XVG
} ∪ {Zi0Zi+}i0∈VG

,
where it is implied that Zi+ = 1 when i+ ̸∈ VG. Focusing on i and
i + 1, the only generators with non-trivial support are {α, β, γ, δ} being
{σaii , σaii σ

ai+1

i+1 , σ
ai+1

i+1 , σ
bi
i σ

bi+1

i+1 }, where ai, ai+1, bi, bi+1 ∈ {x, y, z} reflect the

1Note that the super-and subscripts have been interchanged w.r.t. the original present-
ation in Pub. [F].
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fact that the state is locally equivalent to the GHZ state. This implies that
ai ̸= bi and ai+1 ̸= bi+1.

Similarly, only the generators li−1, li, li+1 and li+2 of the linear cluster
state (i.e. those with support on i or i + 1) can have a non-trivial contribu-
tion to the generator transformation on the vertices in question. Therefore,
w.l.o.g., we can focus on just these four generators and restrict our attention
to vertices i and i+1. If we show that there is no reversible transformation of
{lk}k={i−1,i,i+1,i+2} to obtain {α, β, γ, δ} when only considering these nodes,
the theorem follows. We show there is no such transformation by exhaustive
contradiction.

There are three different ways of creating generator α: i) α ∝ li−1 =
Zi, ii) α ∝ li ◦ li+2 = Xi, iii) α ∝ li−1 ◦ li ◦ li+2 = Yi, where ‘α ∝ li−1’
should be read as ‘li−1 takes the role of α’, and ◦ denotes the (qubit-wise)
product (e.g. li ◦ li+1 = XiZi+1 ◦ ZiXi+1=̂YiYi+1, where the last equality
is up to an irrelevant global phase). Similarly, there are three different ways
of creating generator γ: j) γ ∝ li+2 = Zi+2, jj) γ ∝ li−1 ◦ li+1 = Xi+2,
jjj γ ∝ li−1 ◦ li+1 ◦ li+2 = Yi+2. Picking e.g. i) and j) one sees that β is
fixed at ∝ ZiZi+1. But this is li−1 ◦ li+2 ∝ α ◦ γ, which would not be a
reversible transformation of the generators li−1, li, li+1 and li+2. Any other
pair from {i), ii), iii)} and {j), jj), jjj)} would also necessitate such a non-
reversible transformation.

In essence, when viewing the generators as vectors over F2n
2 through the

binary representation (see sec. 2.5 and [93]), the argument follows from the
observation that (the vector associated with) β lies in the subspace spanned by
(the vectors associated with) α and γ. As such there can never be a reversible
(i.e. basis-preserving) operation on (the vectors associated with) li−1, li, li+1

and li+2 that obtains α, β and γ.



B
Corrections for GHZ

extraction in chapter 5

This appendix details the correction operators from chapter 5, that are
necessary to obtain the target GHZ state from a linear cluster resource state.

The generators of the post-measurement state after measurement of the
|Ln⟩ state during maximal extraction are listed in Tab. 5.2. For easy refer-
ence, the generators are restated in Tab. B.1. As noted in chapter 5, these
generators are related by a local Clifford operation to the generators of the
GHZ state (see Def. 17).

1 2 4 6 · · · n− 3 n− 1 n ϕ

g1 X Z . . . +1

g3 Z Z . . . m3

g5 Z Z . . . m5

· · · · · · · · ·
gn−2 . . . Z Z mn−2

gn . . . Z X +1

g′2 Z X X . . . X X Z +1

Table B.1: After performing all measurements and removing the measured
nodes, only those generators from Tab. 5.1 that commute with the measure-
ment operators remain, which now carry the measurement outcomes {mj =
±1} as a phase. The post-measurement state is LC-equivalent to the target
GHZ state (see Def. 17).
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More specifically, a Hadamard operation on the first and last node realise
the correct Pauli operators in the the generators with support on those qubits
(i.e. g1 and gn become Z1Z2 and Zn−1Zn, respectively). Subsequently, the
non-trivial phases of the generators (due to those measurements outcomes that
were −1) can be removed by carefully applying a series of X operations to the
qubits. Applying anX operator to any node j flips the phase of the generators
gj−1 and gj+1, so that there does not exist a one-to-one correspondence with
the non-trivial phases of the generators and nodes to apply the X operators
to.

In general, choosing what nodes to apply the X operator to amounts to
solving the underdetermined system of linear equations

Ax = m, (B.1)

where x is the length-|VG| binary vector that encodes the choice of nodes to
perform the X operations: if the k-th entry of x is 1, an X operator should
be applied to the k-th node in VG.

The vector m = [0,m3,m5, . . . ,mn−2, 0]
T is a length-(|VG| − 1) vector

containing the phases of the odd-indexed generators (note that the phases
have been mapped back to binary, {+1,−1} → {0, 1}), and the operator A is
the (|VG| − 1)× |VG| matrix:

A =




1 1 0 0 . . . 0 0 0 0
0 1 1 0 . . . 0 0 0 0
0 0 1 1 . . . 0 0 0 0
...

...
...

...
. . .

...
...

...
...

0 0 0 0 . . . 1 1 0 0
0 0 0 0 . . . 0 1 1 0
0 0 0 0 . . . 0 0 1 1




, (B.2)

which has rank |VG| − 1 and can be mapped to reduced echelon form by
applying the matrix R that has zeros on its lower left triangle and ones on its
diagonal and upper right triangle. This results in the matrix RA:

RA =




1 0 0 . . . 0 0 0 1
0 1 0 . . . 0 0 0 1
0 0 1 . . . 0 0 0 1
...

...
...

. . .
...

...
...

...
0 0 0 . . . 1 0 0 1
0 0 0 . . . 0 1 0 1
0 0 0 . . . 0 0 1 1




. (B.3)

Combining (B.1) and (B.3) it follows that RAx = Rm = mR and thus
that:

x = [mR, 0]
T + α[1, 1, . . . , 1]T , (B.4)
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where α = 0, 1 is a free parameter reflecting the fact that A gives an under-
determined system. That two choices exist for the correction operator is not
surprising following the fact that the vector [1, 1, . . . , 1]T encodes the operator
X1X2 . . . Xn, i.e. the generator g′2, which is part of the stabilizer of the GHZ
state and can thus be applied to the state without non-trivially affecting it.

A jupyter notebook containing Python code to calculate what nodes to ap-
ply the X operation to is presented in Sup. [sB], the supplementary material
of Pub. [F], which can be found at [127].



C
Details for fidelity estimation

method of chapter 5

This appendix contains some details for the method to estimate the fidel-
ity of the linear cluster state and GHZ state in the experimental realisation
presented in chapter 5. In particular, it explains how to realise the n-qubit
measurement operators as single-qubit measurements.

To estimate the fidelity, the expectation value E(P ) for every P ∈ So or
P ∈ Se has to be determined, i.e. every element of the even and odd subgroup
of the stabilizer (see (5.4)). All these elements are multi-qubit operators, so
that measurements in their basis are hard to properly perform.

Indeed, measurements on the IBMQ devices are, as is often the case, re-
stricted to single-qubit measurements. Thus, to properly measure e.g. the
generator Z1Z2 ∈ So as a single operator would involve entangling gates to
realise the desired multi-qubit operator from single-qubit operators. However,
the measurement can be simulated by single-qubit measurements when one is
only interested in the measurement outcome, instead of additionally its post-
measurement state. More specifically, decomposing Z1Z2 = Π+1 − Π−1 into
its +1 and −1 eigenspace projectors, the term tr [ρZ1Z2] becomes:

tr [ρZ1Z2] = tr [ρΠ+1]− tr [ρΠ−1] . (C.1)

The eigenspace projectors Π+1 and Π−1 can be written in terms of the
eigenspaces of the tensor factors of Z1Z2:

Π+1 =ΠZ1
+1 ⊗ΠZ2

+1 +ΠZ1
−1 ⊗ΠZ2

−1,

Π−1 =ΠZ1
+1 ⊗ΠZ2

−1 +ΠZ1
+1 ⊗ΠZ2

−1.
(C.2)

Thus, measuring both qubits separately in the Z basis can reconstruct the
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two-qubit measurement:

tr [ρZ1Z2] =

= tr
[
ρ
(
ΠZ1

+1 ⊗ΠZ2
+1

)]
+ tr

[
ρ
(
ΠZ1

−1 ⊗ΠZ2
−1

)]

− tr
[
ρ
(
ΠZ1

+1 ⊗ΠZ2
−1

)]
− tr

[
ρ
(
ΠZ1

+1 ⊗ΠZ2
−1

)]
.

(C.3)

A single round of single-qubit Z measurements has the outcome (±1,±1),
which can be represented by the two-bit value (0, 0), (0, 1), (1, 0) or (1, 1).
The terms in (C.3) are estimated by the relative frequencies of these out-
comes in repeated measurements. If this measurement is repeated a total of
n times, resulting in outcome statistics n00, n01, n10 and n11 (summing to n),
the expectation value of the Z1Z2 measurement is thus estimated by

tr [ρZ1Z2] =
n00 + n11 − n10 − n01

n
. (C.4)

Any multi-qubit measurement operator that involves an identity operator
can be reconstructed from the single-qubit measurement outcomes as well.
More specifically, the +1 and −1 eigenspace projectors of operator Z1I2 can
again be decomposed in terms of the eigenspaces of the tensor factors of Z1Z2.
Because any state is the +1 eigenstate of the I operator, the decomposition
now becomes:

Π+1 =ΠZ1
+1 ⊗ΠZ2

+1 +ΠZ1
+1 ⊗ΠZ2

−1,

Π−1 =ΠZ1
−1 ⊗ΠZ2

+1 +ΠZ1
−1 ⊗ΠZ2

−1.
(C.5)

It follows, using the same methods as for the operator Z1Z2, that:

tr [ρZ1I2] =
n00 + n01 − n01 − n11

n
. (C.6)

This method is straightforward to generalize, so it follows that the expect-
ation value of any n-qubit operator containing only Z or I tensor factors, can
be reconstructed from the measurement outcomes when every qubit is indi-
vidually measured in the Z basis. Hence, the expectation value of all elements
of the odd subgroup can be estimated using only one measurement setting.

The case for the even subgroup, where every operator consists of only X
and I tensor factors, follows similarly when all qubits are individually meas-
ured in the X basis. Therefore, the fidelity can be estimated using only two
measurement settings.



D
Subprotocols of ACKA

This chapter contains an overview of the subprotocols used in ACKA from
chapter 8, i.e. Protocol I. The figures, including their captions, are directly
sourced from Pub. [A].

There are three different sub-protocols, that are all discussed in their own
section. Specifically, NOTIFICATION is discussed in sec. D.1, AME is discussed
in sec. D.2 and VERIFICATION is discussed in sec. D.3.

D.1 NOTIFICATION
The first subprotocol, NOTIFICATION, allows Alice to anonymously notify

every participant Bi that they are a participant, where the participants P is
a subset of the network of het choosing. It is based on the NOTIFICATION
protocol presented in [205], but slightly adapted. The protocol is entirely
classical, in the sense that no quantum communication is used, and it results
in every participant Bi knowing that they are a participant, while anyone
from P̄ does not learn anything.

Fig. D.1, originally presented in appendix B of Pub. [A] ([2]) can be
helpful to understand the protocol. It details the public communication of
one round (i.e. for one fixed i) of the protocol, and shows how the important
information is encoded into the parities of all this communication.
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(d) Step 3 with
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1 2 3 · · · j′ · · · i · · · n

1 ri1,1 ri1,2 ri1,3 · · · ri1,j′ · · · ri1,i · · · ri1,n

2 ri2,1 ri2,2 ri2,3 · · · ri2,j′ · · · ri2,i · · · ri2,n

3 ri3,1 ri3,2 ri3,3 · · · ri3,j′ · · · ri3,i · · · ri3,n

· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
j′ rij′,1 rij′,2 rij′,3 · · · rij′,j′ · · · rij′,i · · · rij′,n

· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
i rii,1 rii,2 rii,3 · · · rii,j′ · · · rii,i · · · rii,n

· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
n rin,1 rin,2 rin,3 · · · rin,j′ · · · rin,i · · · rin,n⊕
j r

i
j,k zi1 zi2 zi3 · · · zij′ · · · zii · · · zin

j k

Figure D.1: Visualization of subprotocol 1. The table contains all rij,k for a
fixed node Pi ∈ N in the NOTIFICATION protocol. Here, we identify Alice with
P1. She chooses {ri1,k}nk=1 and sends them to Pk in Step 1a (Fig. D.1a). Note
that only if Pi is a receiver, the green row adds up to 1 (mod 2); otherwise
to 0 (mod 2). Analogously, the pink highlighting shows Step 1b from the
perspective of Pj′ (Fig. D.1b). This and all other rows add up to 0 (mod 2).
The {rij,j′}nj=1 that Pj′ receives in Step 2 (Fig. D.1c) are highlighted in purple.
The last row, highlighted in blue, shows the {zik}nk=1 received by Pi in Step 3
(Fig. D.1d). By construction, only if Pi is a receiver, it adds up to 1 (mod 2).
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Protocol V - NOTIFICATION

Input: Alice’s choice of m receivers.
Goal: The m receivers get notified.

For agent i = 1, . . . , n :

1. All agents j ∈ {1, . . . , n} do the following.

(a) When j corresponds to Alice (ja), and i is not a receiver, she
chooses n random bits {rij,k}nk=1 such that

⊕n
k=1 r

i
j,k = 0. If i is

a receiver, she chooses n random bits such that
⊕n

k=1 r
i
j,k = 1.

She sends bit rij,k to agent k.

(b) When j ̸= ja, the agent chooses n random bits {rij,k}nk=1 such
that

⊕n
k=1 r

i
j,k = 0 and sends bit rij,k to agent k.

2. All agents k ∈ {1, . . . , n} receive {rij,k}nj=1, compute zik =
⊕n

j=1 r
i
j,k

and send it to agent i.

3. Agent i takes the received {zik}nk=1 to compute zi =
⊕n

k=1 z
i
k; if

zi = 1 they are thereby notified to be a designated receiver.

Analysis: The correctness of the protocol follows from the analysis in [2, 205].
The anonymity of the protocol works because of the fact that all important
information (i.e. the bit zi encoding the role of node i) is encoded into the
parity of all public communication. Therefore, at any moment during the
protocol, an adversary can only reveal the role of node i by corrupting all
participants in the network, including A and node i themselves.
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D.2 ANONYMOUS MULTIPARTITE ENTANGLEMENT
The next subprotocol, ANONYMOUS MULTIPARTITE ENTANGLEMENT (AME),

allows the participants P to extract a |GHZm+1⟩ state on just their qubits
from the |GHZN ⟩ state on the entire network. It effectively removes the
non-participants P̄ from the network state, while keeping the identity of the
participants P hidden. Fig. D.2 contains a visualization of the steps of the
protocol.

B1

B2 Bm−1

Bm

A

. . .

B1

B2 Bm−1

Bm

A

. . .

B1

B2 Bm−1

Bm

A

. . .

(1) (2)

Figure D.2: Visualization of AME. First, a |GHZn⟩ state gets distributed
between all nodes of the network. Even though the participants secretly play
a special role, after distribution (step (1)) they are indistinguishable from all
other nodes in the network. At step (2) all non-participants P̄ measure their
qubit in the X basis, but the Bobs do nothing; after a correction by Alice the
state of the network is |GHZm+1⟩ for the participants, disentangled from all
other nodes in the network.

Protocol VI - ANONYMOUS MULTIPARTITE ENTANGLEMENT

Input: |GHZn⟩ state; Alice knowing P and P̄
Goal: A |GHZm+1⟩ state shared between P.

1: Alice and the Bobs each draw a random bit xi. Everyone else meas-
ures in the X basis, yielding a measurement outcome bit xj for
j ∈ P̄.

2: All parties broadcast their bits in a random order or, if possible,
simultaneously.

3: Alice applies a Z gate if the parity of the non-participating parties’
bits is odd, i.e. if and only if

⊕
j∈P̄ xj = 1.

Analysis: The correctness of the protocol follows from the analysis in [2,
26]. Since Alice has chosen herself who in the network belongs to P, she also
knows what announced bits belong to the non-participants P̄. Therefore, she
can make the last step of the subprotocol without any ambiguity. The fact that
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the resulting state for the participants P is indeed the desired state |GHZP⟩
follows from a careful rewriting of the GHZ state. First, the measurements of
the non-participants in the X basis are the same as measurements in the Z
basis preceded by a Hadamard operation on those qubits.

It helps to first investigate how a single Hadamard operation applied on
the last qubit affects the state:

Hn |GHZn⟩

=
1√
2

(
|0, . . . , 0,+⟩1,...,n−1,n + |1, . . . , 1,−⟩1,...,n−1,n

)

=
1

2
|0, . . . , 0⟩1,...,n−1 ⊗ (|0⟩+ |1⟩)n

+
1

2
|1, . . . , 1⟩1,...,n−1 ⊗ (|0⟩ − |1⟩)n

=
1√
2
(|GHZ1,...,n−1⟩ ⊗ |0⟩n + ZA |GHZ1,...,n−1⟩ ⊗ |1⟩n) .

(D.1)

Thus, if the node in the network with the last qubit applies a Hadamard
operation and subsequently measures in the Z basis, resulting in outcome 0
or 1, the state of the rest of the network becomes either |GHZ1,...,n−1⟩ or
ZA |GHZ1,...,n−1⟩ = 1√

2
(|0, . . . , 0⟩ − |1, . . . , 1⟩), respectively1.

A similar analysis for the state ZA |GHZ1,...,n−1⟩⊗ |1⟩n is straightforward,
so that the general case follows readily. Applying a Hadamard operation on
all qubits of the non-participants P̄ results in the state

∑

x∈{0,1}|P̄||even 1

|x⟩P̄ ⊗ |GHZP⟩+
∑

x∈{0,1}|P̄||odd 1

|x⟩P̄ ⊗ ZA |GHZP⟩ . (D.2)

Thus, if the non-participants announce a set of measurement outcomes
{xi}i∈P̄ s.t.

⊕
i∈P̄ xi = 0, it means that the state of the participants P is

|GHZP⟩. Similarly, if the non-participants announce a set of measurement
outcomes {xi}i∈P̄ s.t.

⊕
i∈P̄ xi = 1, it means that the state of the participants

P is ZA |GHZP⟩. A final ZA operation by Alice in the latter case results in
the desired state.

All participants announce a random bit to hide their identity.

1Note that it has been implicitly assumed that A is not the last node.
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D.3 VERIFICATION
Although the state for the participants after subprotocol 2 should be the

|GHZP⟩ state, any non-participant can arbitrarily deviate from the protocol.
In particular, a non-participant [u] ∈ P̄ could not perform the measurement
dictated by subprotocol 2, but instead announce a bit xu = 0. The state of the
network would then be |GHZm+2⟩P+[u], which means that they could parti-
cipate in the key generation - thereby learning the key completely undetected
and thus compromising security. It is therefore vital that the network state is
verified - if the state of the participants P is indeed the GHZ state, then by
the monogamy of entanglement the state of rest of the network is completely
separable from the participants. The third subprotocol, VERIFICATION, al-
lows Alice to perform this verification, so that she can ACCEPT or REJECT the
state.

Protocol VII - VERIFICATION

Input: A shared state between |P| = m+ 1 parties.
Goal: Alice ACCEPTS or REJECTS the shared state as |GHZm+1⟩.

1. Every Bi draws a random bit bi and measures in the X or Y basis if
it equals 0 or 1 respectively, obtaining a measurement outcome oi.

2. Everyone broadcasts (bi, oi), including Alice, who chooses her bits
(b0, o0) at random.

3. Alice resets her bit such that
∑m
i=0 bi = 0 (mod 2). She measures

in the X or Y basis if her bit equals 0 or 1 respectively, thereby
additionally resetting o0.

4. If and only if 1
2

∑
i bi +

∑m
i=0 oi = 0 (mod 2), Alice ACCEPTS the

state, otherwise she REJECTS.

Analysis: The protocol is inspired by that of [200] and largely follows it,
although adapted for the specific desired output state |GHZm+1⟩. This is a
stabilizer state, and during the protocol the participants essentially measure
an element of the stabilizer SGHZ, determining if indeed the network state is
in the correct eigenspace.

Indeed, the choice of measurement basis that Alice makes in item 3 guar-
antees that the collective measurement operator of all participants contains
an even number of Y operators, where the rest of the qubits are X operators.
Thus, the collective measurement operator is an element of SGHZ that at least
‘uses’ the generator gm+1 = X0 ⊗X1⊗, . . . ,⊗Xm (see Def. 17), and then any
number of the other generators {gi}i∈{,1,...,m}.
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Similar to the method described in chapter C, these stabilizer elements
themselves are not actually measured, but they are reconstructed from the
single-qubit measurements by every participant.

Consider e.g. the operator P = XP = X0 ⊗X1 ⊗ · · · ⊗Xm, the stabilizer
element associated with every participant measuring in the X basis (i.e. bi = 0
for all i ∈ P). The state must be in the +1-eigenspace of this operator, whose
projector ΠP+1 can be written in terms of the projectors ΠXi

+1 of the single-qubit
measurement operators.

The single-qubit measurements result in outcomes oi; the outcomes oi are
all either 0 or 1, for the +1 or −1 eigenspace of the measurement operator Xj ,
respectively. These eigenspaces have projectors which can be written as ΠXoj ,
so that all measurements combined have a projector ΠXo0 ⊗ ΠXo1 ⊗ · · · ⊗ ΠXom .
The desired stabilizer element projection operator ΠP+1 is exactly the sum of
all such measurements with an even number of −1 eigenspaces ΠXoj :

ΠP+1 =
∑

o∈{0,1}|P||even 1

ΠXo0 ⊗ΠXo1 ⊗ · · · ⊗ΠXom (D.3)

The condition
∑m
i=0 oi = 0 upon which Alice ACCEPTS ensures that there

are an even number of −1 eigenspaces. Since any such set of outcomes is
accepted, the condition thus ensures that the state can not be in any other
eigenspace, and thus must be in the correct eigenspace of the stabilizer ele-
ment.

If e.g. b0 = b1 = 1 and all other bi’s are 0, the simulated stabilizer element
is Y0⊗Y1⊗X2⊗· · ·⊗Xm. Technically, this is not an element of the stabilizer,
but rather −Y Y X . . .X ∈ SGHZ. Thus, the +1 and −1 eigenspaces of this
operator are swapped, so that instead of an even number of 1’s, there should
be an odd number of 1’s in the measurement outcomes oi. This occurs any
time there is a total number of Y operators which is two times an odd number
- the condition on which Alice thus should accept is 1

2

∑
i bi +

∑m
i=0 oi = 0

(mod 2).
Due to the nature of the protocol, the choice of stabilizer element that is

tested is random; from the perspective of an adversary the state is tested by
a random, unknown stabilizer element. In [200] it is shown that any state
that passes this random check must be exceedingly close to the GHZ state.
It is thus of vital importance that the choice of measurement bases (i.e. the
bi) are announced at the same time as the measurement outcomes oi - this
ensures that the measurement are random and unknown to Eve until after
the measurements have taken place, to ensure security.

A final small technical point is raised by the fact that not every stabilizer
element is always chosen. The protocol can only realize those elements that
always ‘use’ the last generator X0 ⊗X1 ⊗ · · ·⊗Xm, so that only half of all 2n
elements in the stabilizer can be tested. However, the shared +1 eigenspace
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of all these operators is still a unique state, exactly the desired GHZ state2.

2Remember that just n generators are enough to specify a stabilizer state as the unique
state in the shared +1 eigenspace of the generators - so the set of 2n−1 stabilizer elements
is, in a way, too much.



E
Anonymity in ACKA

This appendix details the anonymity of ACKA, i.e. Protocol I. This ap-
pendix is directly sourced from Pub. [A] ([2]) where it is included as appendix
B.

Anonymity is proven in terms of Def. 31, which is restated first.

Definition 33. Let P ⊂ N be the arbitrarily-sized set of participants of an
anonymous protocol and Eve be an adversary that wishes to learn P. Further-
more, let IEve be the information regarding P that Eve has both beforehand
or trivially learns by corrupting any number of non-participants. Then, the
protocol is anonymous if for any subset G ⊂ N

Pr
(
G = P|I+

Eve, IEve

)
= Pr (G = P|IEve) , (E.1)

where I+
Eve is the information that Eve additionally learns during the protocol,

which includes all public communication and any quantum systems she has
access to.

In order to satisfy Def. 33, I+
Eve should not change Eve’s probability dis-

tribution of uncovering the partitioning of N into its constituents; it does not
reveal anything about P, H or – implicitly – about C. Apart from the trivial
attacker A we consider three different types of adversary Eve, namely any
other party in P, any party in H or all parties in C. The symbols ⋆, ✓ and

are used for the AME subprotocol, the Verification round and the Keygen
round, respectively.

We use the structure of Tab. E.1 to prove anonymity with respect to all
different types of Eve. AME and VERIFICATION will be examined in sec. E.1 and
sec. E.2, respectively. The Keygen rounds do not require any public commu-
nication and will be examined in sec. E.3. To prove our claim we consider the
following two aspects. The public communication (cf. Tab. E.2) throughout
the protocol does not help Eve to reveal the roles of the participating parties.
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A Bi ∈ P \ A Pj ∈ H Pk ∈ C

A trivial trivial irrelevant irrelevant

Bi ∈ P \ A F3 X2 3 F3 X2 3 F1 X2 1 F3 X2 1

Pj ∈ H F2 X1 1 F2 X1 1 F2 X1 2 F2 X1 1

Pk ∈ C F3 X3 1 F3 X3 1 F1 X3 1 trivial

roleEve

Table E.1: The rows are labelled by the types of adversary and the columns by
the roles that Eve may try to uncover. The first row is mostly trivial, since
the protocol is designed such that A chooses the partitioning N = P ∪ P̄
herself and it is irrelevant that she is unaware of who in P̄ is colluding. The
arguments corresponding to the symbols are given in sec. E.1, sec. E.2 and
sec. E.3. Note that Alice is referred to as A instead of A.

We prove this by showing that all public communication is indistinguishable
from Eve’s point of view. As A announces only uniformly random and uncor-
related bits, we will show the same for the parties in P\A, H and C from any
Eve’s perspective. Likewise, the quantum states accessible to Eve do not help
her to reveal the roles of the participating parties, even given access to the
public communication. This means that the post-measurement states of Eve
can neither be correlated with the measurement outcomes of other parties,
nor with any direct information regarding their roles. Note that the global
quantum state may encode such information regarding the roles as long as it
is not accessible to anyone but Alice.

E.1 Anonymity during AME
At the start of AME, the shared quantum state is as given by the following

equation:

|N ⟩ ≈ϵ
1√
2
(|0 . . . 0⟩H ⊗ |Ψ⟩C + |1 . . . 1⟩H ⊗ |Φ⟩C) , (E.2)

for some arbitrary states |Ψ⟩C and |Φ⟩C held by the corrupted parties C.
While AME prescribes measurements to both H and C, the parties in C might
not measure and announce something unrelated to their arbitrary actions on
the quantum state – therefore we now only calculate the probability of the
measurement outcomes µαH = {µj | j ∈ H} of H taking values xαH = {xαi } ∈
{0, 1}|H|. We want to show that they are uniformly random and that there
are no correlations between the outcomes and any Eve that she might exploit,
where Eve might be anyone in the network but Alice. That is, we want to
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AME Verification

A random bit r0 random bits (b0, o0)

Bi ∈ P\A random bit ri
random bit bi,
outcome bit oi

Pj ∈ H outcome bit xj random bits (bj , oj)

Pk ∈ C arbitrary bit x̃k arbitrary bits (b̃k, õk)

C

A

P \ A

H

Table E.2: Overview of all public communication for any party in N := P ∪
H∪C when running AME and VERIFICATION. The communication summarized
in the two columns needs to be indistinguishable from the perspective of any
Eve. Since A only announces uniformly random and uncorrelated bits, all
other communication must follow the same probability distribution. Only the
communication from C can in principle diverge – should they choose not to
hide their identities.

show
Pr
(
µαH = xαH | I+

Eve, IEve

)
= Pr (µαH = xαH) =

1

2|H| , (E.3)

where the second equality implies that the probability distribution of the
measurement outcomes is uniform and the first equality implies that there
are no correlations between the information accessible to Eve – including her
quantum state – and the measurement outcomes. Moreover, we also want to
show that the post-measurement state does not possess any other correlations
regarding the roles of the parties that are accessible or exploitable by Eve.

The measurements on H in AME are a PVM with outcomes {xαH} and
associated projectors:

Xα
H := HH |xαH⟩⟨xαH|HHH =

⊗

j∈H

Hj

∣∣xαj
〉〈
xαj
∣∣
j
Hj , (E.4)

which results in the probability of the measurement outcome µαH taking the
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value xαH being given by

Pr(µαH = xαH) = tr
[
Xα

H |N ⟩⟨N |
]

=
1

2
tr
[
(|0 . . . 0⟩⟨0 . . . 0|P)

]
tr
[
Xα

H |0 . . . 0⟩⟨0 . . . 0|H
]
tr
[
|Ψ⟩⟨Ψ|C

]

+
1

2
tr
[
(|0 . . . 0⟩⟨1 . . . 1|P)

]
tr
[
Xα

H |0 . . . 0⟩⟨1 . . . 1|H
]
tr
[
|Ψ⟩⟨Φ|C

]

+
1

2
tr
[
(|1 . . . 1⟩⟨0 . . . 0|P)

]
tr
[
Xα

H |1 . . . 1⟩⟨0 . . . 0|H
]
tr
[
|Φ⟩⟨Ψ|C

]

+
1

2
tr
[
(|1 . . . 1⟩⟨1 . . . 1|P)

]
tr
[
Xα

H |1 . . . 1⟩⟨1 . . . 1|H
]
tr
[
|Φ⟩⟨Φ|C

]

=
1

2
tr
[

⊗

j∈H

Hj

∣∣xαj
〉〈
xαj
∣∣
j
Hj


 |0 . . . 0⟩⟨0 . . . 0|H

]

+
1

2
tr
[

⊗

j∈H

Hj

∣∣xαj
〉〈
xαj
∣∣
j
Hj


 |1 . . . 1⟩⟨1 . . . 1|H

]

=
1

2

(∏

i∈H

|⟨xαi |+⟩|2 +
∏

i∈H

|⟨xαi |−⟩|2
)

=
1

2

(
1

2|H| +
1

2|H|

)
=

1

2|H| .

(E.5)
This satisfies the second equality in Eq. (E.3), showing that the measure-

ment outcomes are uniformly random, thereby ensuring that all the commu-
nication of the AME column of Tab. E.2 is indistinguishable – excluding the
trivial case where C reveals itself. The global post-measurement state ρpostAME
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is then

ρpostAME = Xα
H |N ⟩⟨N |Xα

H

=
1

2
(|0 . . . 0⟩⟨0 . . . 0|P)⊗Xα

H |0 . . . 0⟩⟨0 . . . 0|HXα
H ⊗ |Ψ⟩⟨Ψ|C

+
1

2
(|0 . . . 0⟩⟨1 . . . 1|P)⊗Xα

H |0 . . . 0⟩⟨1 . . . 1|HXα
H ⊗ |Ψ⟩⟨Φ|C

+
1

2
(|1 . . . 1⟩⟨0 . . . 0|P)⊗Xα

H |1 . . . 1⟩⟨0 . . . 0|HXα
H ⊗ |Φ⟩⟨Ψ|C

+
1

2
(|1 . . . 1⟩⟨1 . . . 1|P)⊗Xα

H |1 . . . 1⟩⟨1 . . . 1|HXα
H ⊗ |Φ⟩⟨Φ|C

=
1

2
(|0 . . . 0⟩⟨0 . . . 0|P)⊗ |H⟩⟨H| ⊗ |Ψ⟩⟨Ψ|C

+
1

2
(|0 . . . 0⟩⟨1 . . . 1|P)⊗ (−1)∆(xα

H) |H⟩⟨H| ⊗ |Ψ⟩⟨Φ|C

+
1

2
(|1 . . . 1⟩⟨0 . . . 0|P)⊗ (−1)∆(xα

H) |H⟩⟨H| ⊗ |Φ⟩⟨Ψ|C

+
1

2
(|1 . . . 1⟩⟨1 . . . 1|P)⊗ |H⟩⟨H| ⊗ |Φ⟩⟨Φ|C

= |NpostAME⟩⟨NpostAME| ,

(E.6)

where |NpostAME⟩⟨NpostAME| is the pure state

|NpostAME⟩ =
1√
2

(
|0 . . . 0⟩P ⊗ |Ψ⟩C + (−1)∆(xα

H) |1 . . . 1⟩P ⊗ |Φ⟩C
)
⊗ |H⟩ ,

(E.7)
showing that the only correlation between the measurement outcome and the
state on P ∪C is in the phase, where one could in principle learn the parity
of the measurement outcome xαH. However, any such phase estimation is
impossible if one does not have access to the complete state (i.e. tracing out
P that do not collude with Eve results in a state on C that is uncorrelated
with the measurement outcome xαH). This means that the post-measurement
state of any attacker in P \ A or C is uncorrelated from the measurement
outcome xαH and the roles of H. Therefore, for either of these types of Eve
everyone in H remains anonymous (cf. ⋆1 in Tab. E.1).

Furthermore H is disentangled from the rest of the network and |H⟩ itself
is separable over the constituents of H. Therefore, nobody in H can learn
anything about the roles of any other party in the network. We can conclude
that for Eve in H, Def. (33) holds for any of the subsets of N (cf. ⋆2 in
Tab. E.1).

When Eve is a party in P \A, the roles of the parties in either P or C are
hidden because the relevant correlations of the state are unchanged by running
AME – they essentially share a GHZ state, possibly including some additional
phase, and therefore there are no revealing correlations available to anyone
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but A, meaning that here Def. 33 also holds. The exact same argument holds
for Eve in C with respect to the anonymity of P (cf. ⋆3 in Tab. E.1).

E.2 Anonymity during VERIFICATION
At the start of the Verification round, the state is the post-measurement

state from (E.7), up to the correction by A. We allow for a faulty correc-
tion, therefore keeping the phase arbitrary in the following analysis, writing
(−1)∆ = ±1 for the phase. We again calculate the probability that, based
on some basis choice {bi} and given the AME measurement outcome xαH, the
measurement outcome µα = {µj | j ∈ P \ A} takes some particular value
oα = {oαi } ∈ {0, 1}|P\A|, show that the outcome is uniformly random and
that there are no correlations between the outcome and the quantum states
of all possible Eves. That is, we want to show that

Pr
(
µα = oα | I+

Eve, IEve

)
= Pr (µα = oα) =

1

2|P\A| , (E.8)

where Eve may be anyone in P \ A, H or C. Again, we also show that the
post-measurement states do not possess any other correlations regarding the
roles of the parties which are exploitable by anyone in P \ A, H or C.

Each measurement outcome is associated with a certain measurement pro-
jector OαP\A, which is itself dependent on the basis choice {bi}. Explicitly, we
define

OαP\A({bi}) :=


 ⊗

{i∈P\A|bi=0}
Hi |oαi ⟩⟨oαi |Hi




⊗


 ⊗

{i∈P\A|bi=1}

√
ZiHi |oαi ⟩⟨oαi |Hi

√
Zi

†

 .

(E.9)

Hence, for any outcome xαH during AME, the probability of the measurement
outcome µα being equal to oα becomes (remember that ∆ may depend on
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xαH)

Pr (µα = mα) = tr
[
Oα |NpostAME⟩⟨NpostAME|

]

=
1

2
tr
[
|0⟩⟨0|A

]
tr
[
Oα |0 . . . 0⟩⟨0 . . . 0|P\A

]
tr
[
|H⟩⟨H|

]
⊗ |Ψ⟩⟨Ψ|C

+(−1)∆
1

2
tr
[
|0⟩⟨1|A

]
tr
[
Oα |0 . . . 0⟩⟨1 . . . 1|P\A

]
tr
[
|H⟩⟨H|

]
⊗ |Ψ⟩⟨Φ|C

+(−1)∆
1

2
tr
[
|1⟩⟨0|A

]
tr
[
Oα |1 . . . 1⟩⟨0 . . . 0|P\A

]
tr
[
|H⟩⟨H|

]
⊗ |Φ⟩⟨Ψ|C

+
1

2
tr
[
|1⟩⟨1|A

]
tr
[
Oα |1 . . . 1⟩⟨1 . . . 1|P\A

]
tr
[
|H⟩⟨H|

]
⊗ |Φ⟩⟨Φ|C

=
1

2
tr
[
Oα |0 . . . 0⟩⟨0 . . . 0|P\A

]

+
1

2
tr
[
Oα |1 . . . 1⟩⟨1 . . . 1|P\A

]
.

(E.10)
Substituting Oα we obtain

Pr (µα = mα) =
1

2

∏

{i∈P\A|bi=0}
⟨oαi |Hi|0⟩ ⟨0|Hi|oαi ⟩

∏

{i∈P\A|bi=1}
⟨oαi |Hi

√
Zi

†|0⟩ ⟨0|
√
ZiHi|oαi ⟩

+
1

2

∏

{i∈P\A|bi=0}
⟨oαi |Hi|1⟩ ⟨1|Hi|oαi ⟩

∏

{i∈P\A|bi=1}
⟨oαi |Hi

√
Zi

†|1⟩ ⟨1|
√
ZiHi|oαi ⟩

=
1

2

∏

{i∈P\A|bi=0}
|⟨oαi |+⟩|2

∏

{i∈P\A|bi=1}
|⟨oαi |+⟩|2

+
1

2

∏

{i∈P\A|bi=0}
|⟨oαi |−⟩|2

∏

{i∈P\A|bi=1}
|⟨oαi |−⟩|2

=
1

2|P\A| ,

(E.11)

which satisfies the second equation in Eq. (E.8). The global post-measurement
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state ρpostVER becomes

ρpostVER =O
α |NpostAME⟩⟨NpostAME|Oα

=
1

2
|0⟩⟨0|A ⊗

(
Oα |0 . . . 0⟩⟨0 . . . 0|P\AO

α
)
⊗ |H⟩⟨H| ⊗ |Ψ⟩⟨Ψ|C

+(−1)∆
1

2
|0⟩⟨1|A ⊗

(
Oα |0 . . . 0⟩⟨1 . . . 1|P\AO

α
)
⊗ |H⟩⟨H| ⊗ |Ψ⟩⟨Φ|C

+(−1)∆
1

2
|1⟩⟨0|A ⊗

(
Oα |1 . . . 1⟩⟨0 . . . 0|P\AO

α
)
⊗ |H⟩⟨H| ⊗ |Φ⟩⟨Ψ|C

+
1

2
|1⟩⟨1|A ⊗

(
Oα |1 . . . 1⟩⟨1 . . . 1|P\AO

α
)
⊗ |H⟩⟨H| ⊗ |Φ⟩⟨Φ|C

=
1

2
|0⟩⟨0|A ⊗ |P \ A⟩⟨P \ A| ⊗ |H⟩⟨H| ⊗ |Ψ⟩⟨Ψ|C

+γ†
1

2
|0⟩⟨1|A ⊗ |P \ A⟩⟨P \ A| ⊗ |H⟩⟨H| ⊗ |Ψ⟩⟨Φ|C

+γ
1

2
|1⟩⟨0|A ⊗ |P \ A⟩⟨P \ A| ⊗ |H⟩⟨H| ⊗ |Φ⟩⟨Ψ|C

+
1

2
|1⟩⟨1|A ⊗ |P \ A⟩⟨P \ A| ⊗ |H⟩⟨H| ⊗ |Φ⟩⟨Φ|C

]

= |NpostVER⟩⟨NpostVER| ,

(E.12)

where γ = (−1)∆ × (−i)|{bi}| and |NpostVER⟩ is the pure state

|NpostVER⟩ := (|0⟩A ⊗ |Ψ⟩C + γ |1⟩A ⊗ |Φ⟩C)⊗ |P \ A⟩ ⊗ |H⟩ (E.13)

and |P \ A⟩ is the state associated with the measurement outcome oα

|P \ A⟩ :=


 ⊗

i∈{P\A|bi=0}
Hi |oαi ⟩i


⊗


 ⊗

i∈{P\A|bi=1}

√
ZiHi |oαi ⟩i


 . (E.14)

From the perspective of H, all communication is indistinguishable (cf. the
VERIFICATION column in Tab. E.2); H is dis-entangled from everyone else
and the state on H is itself separable. We can conclude that – with anyone
in H as Eve – the anonymity of everyone in the network is preserved (cf. ✓1

in Tab. E.1).
Moreover, P \A is dis-entangled from all other parties in the network and

their post-measurement state is separable as well. Again, all communication
from their perspective is uniformly random (cf. the VERIFICATION column
in Tab. E.2), so we can conclude that – with anyone in P \ A as Eve – the
anonymity of everyone in the network is maintained (cf. ✓2 in Tab. E.1).

The only relevant information is |{bi}|, which is encoded into the phase of
the state on A∪C; any phase estimation algorithm to retrieve this information
would require access to the entire state, including the state of A, which is
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inaccessible to C. Again, from the perspective of C all communication is
indistinguishable (cf. the VERIFICATION column in Tab. E.2) and we can
conclude that – with C as Eve – here too the anonymity of all parties in the
network is preserved (cf. ✓3 in Tab. E.1).

Note that the Verification round can only pass if |Ψ⟩C = |Φ⟩C, that is
when C is not entangled to A and P \ A. However, this is not a necessary
condition for anonymity, since the identity of Alice is preserved even if the
Verification round fails. There is no information encoded into the state
regarding the distribution of P and H, nor into the measurement outcome
oα. The only valuable information in the state is the parity of the number
of Y -measurements, encoded in the phase of the qubit of A, which is dis-
entangled from all other parties and therefore only accessible to A.

E.3 Anonymity during the KeyGen rounds
As the Verification rounds ensure that the |GHZm+1⟩ state on P is dis-

entangled from the non-participating parties in P̄ and after running AME no
party in H is entangled to any other party, all subsets listed in Tab. E.1 are
dis-entangled from each other. Hence, we can write the full-network state at
the start of the Keygen round as

|NKeygen⟩ =̂ |GHZ⟩P ⊗ |H⟩ ⊗ |Ψ⟩C . (E.15)

Since there is no communication during the Keygen rounds, there is no
leakage from P,H,C outside the subset itself (cf. 1 in Tab. E.1). As |H⟩ is
a separable state, the case H is trivial (cf. 2 in Tab. E.1). Finally, due to
its symmetries, the |GHZm+1⟩ state cannot reveal who the parties sharing the
state are. This ensures that there is no privacy leakage for P either (cf. 3

in Tab. E.1).



F
Corrections during LinACKA

This appendix details the corrections that the participants Alice, Bob
and Charlie have to perform on their qubits during LinACKA as presented
in chapter 9. It is directly sourced from Pub. [D], where it is included as
appendix A. Following the original presentation there, Alice, Bob and Charlie
are referred to as a, b and c instead of A, B and C.

The corrections are divided into three separate parts: the configuration
corrections, that depend on the locations of the participants in the linear
network, and the two corrections that depend on the measurement outcomes
of the non-participants, the X-correction and the Z-correction.

F.1 Detailing the necessary corrections
Alice and Charlie need to perform a correction to obtain the |GHZ3⟩ state

with Bob, whereas Bob never has to perform a non-trivial rotation. The
corrections for Alice and Charlie are structurally similar; we first introduce
those for Alice. In order to achieve this, we define the following quantities.

• δab := b−a−1, the number of non-participants between Alice and Bob.

• pab := δab mod 4, the mod-four value of δab

• gab := δab−pab

4 , the integer number of groups of four that fit between
Alice and Bob.

For Charlie, δcb, gcb and pcb are defined in a similar fashion. We refer to
Fig. F.1 for two potential configurations of the network that exemplifies these
definitions.
Alice now performs the following correction steps:
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Na Na+1 Na+2 Na+3 Nb−4 Nb−3 Nb−2 Nb−1 Nb Nb+1 Nb+2 Nb+3 Nb+4 Nc−2 Nc−1 Nc

Alice Bob Charlie

pab = 3 gab = 1 pcb = 2gcb = 1

Na Na+1 Na+2 Nb−8 Nb−7 Nb−6 Nb−5 Nb−4 Nb−3 Nb−2 Nb−1 Nb Nc−3 Nc−2 Nc−1 Nc

Alice Bob Charlie

pab = 2 gab = 2 pcb = 3

Figure F.1: Two exemplary configurations. Top: δab = 7 (with pab = 3 and
gab = 1) and δcb = 6 (with pcb = 2 and gcb = 1). Bottom: δab = 10 (with
pab = 2 and gab = 2) and δcb = 3 (with pcb = 3 and gcb = 0).

1. Apply a configuration correction Cab depending on pab and gab, as shown
in Tab. F.1, picking the left (brown, βa = 1) or right (green, βa = 0)
table.

2. Divide all the measurement outcomes {mi}b−1
a+1 into a set {mi}a+1+pab

a+1

and a set {mi}b−1
a+2+pab

– where it is to be understood that if pab = 0,
the first set is empty.

3. From the outcomes in the first set, they calculate the bits kx and kz
using Tab. F.1.

4. From the outcomes in the second set, out of every pair of four they select
the measurement outcomes as described in Tab. F.2 and add them all
together to calculate lx and lz, respectively (e.g. if βa = 1, Alice selects
every odd element of the second set to calculate lx, and every second,
third and fourth out of four to calculate lz).

5. They apply an X operation on their qubit if and only if kx ⊕ lx = 1.

6. They apply a Z operation on their qubit if and only if kz ⊕ lz = 1.

Note that all three corrections (i.e. the configuration correction, the X
correction and the Z correction) can be contracted into a single Clifford op-
eration. However, since the measurement-outcome dependent corrections are
only Pauli operators, they will at most flip the measurement outcomes for
Alice in the subsequent steps of the protocol – and need not be physically im-
plemented. This also means that the participants can perform their KeyGen or
Verification measurements before the measurement outcomes of the non-
participants are announced. By having all nodes {a + 1, . . . , b − 1} perform
their measurements and Alice subsequently perform the aforementioned cor-
rections, the linear cluster state is contracted towards a |La,b,b+1,...,c−1,c⟩ lin-
ear cluster state. Hence, Charlie can perform the same steps (while using the
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δab
mod 4

Cab kx kz

0 Zgab ✗ ✗

1 ZgabH ✗ ma+1

2 ZgabPz ma+1 ma+1 ⊕ma+2

3 ZgabHPz ma+1 ⊕ma+2 ma+1 ⊕ma+3

δab
mod 4

Cab kx kz

0 Xgab ✗ ✗

1 XgabHPx ✗ ma+1

2 XgabPx ma+1 ma+2

3 XgabHX ma+2
ma+1 ⊕

ma+2 ⊕ma+3

Table F.1: Local corrections that Alice needs to perform to obtain the GHZ
state with Bob and Charlie after the non-participants measured their qubits.
The left table shows the corrections if the non-participant a + 1 after Alice
measured in the X-basis (βa = 1), the right table the corrections if it was in
the Y -basis (βa = 0). The Cab column contains the configuration correction
which only depends on the number of non-participants δab between Alice and
Bob – note that gab := ⌊δab/4⌋. The kx column contains the measurement
outcomes that add to kx, which induce together with lx a correction Xkx⊕lx ;
similarly the kz column contains the measurement outcomes that create kz.

βa = 1 βa = 0

lx 1st, 3rd 1st, 2nd, 3rd

lz 2nd, 3rd, 4th 2nd, 4th

Table F.2: Selection of measurement outcomes out of every pair of four from
the second set to calculate lx and lz, respectively. For example, when δab = 7
and βa = 1, lx = ma+4 ⊕ma+6 and lz = ma+5 ⊕ma+6 ⊕ma+7.

measurement outcomes {mc−1,mc−2, . . . ,mb+1}, δbc := c − b − 1 and its re-
defined derivatives) to contract the state towards a three-partite linear cluster
state |La,b,c⟩. Two final H gates for Alice and Charlie result in the desired
|GHZ3⟩ state between Alice, Bob and Charlie.

F.2 Calculating the corrections
Using the stabilizer formalism, it is straightforward to show that, starting

from a linear cluster state |La,a+1,...,c−1,c⟩, a measurement on node a + 1 in
the X- or Z-basis results in |La,a+2,...,c−1,c⟩ up to a local correction Ca+1

ab for
Alice, where this correction depends on both the measurement basis βa+1 and
outcome ma+1 as

Ca+1
ab (ma+1, βa+1) = P (2ma+1+βa+1)

z H = HP (2ma+1+βa+1)
x , (F.1)

where Pz := Rz
(
π
2

)
is a half-rotation around the Z-axis and Px is defined

similarly. Note that either identity (i.e. the Z- or X-based rotation) can be
used.
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A series of multiple measurements then introduces a concatenation of these
corrections, where the corrections are performed in order from a+ 1 to b− 1.
They do not necessarily commute, but by using the X- and Z-based correc-
tion interchangeably (and thus cancelling out the H operations), and using
the identity ZmiPx = PxX

miZmi (and likewise for Pz) one can group all the
corrections that are not measurement outcome based together as the first cor-
rections; this allows to partition the complete correction into a ‘configuration’
correction and an outcome-based correction.

Specifically, for the alternating pattern of X-basis and Y -basis measure-
ments, each group of four consecutive measurements together introduces only
Pauli corrections. For example, for any group of four consecutive nodes
{1, 2, 3, 4} (note that these labels resemble any set of four consecutive nodes)
these corrections are

X(m1+m3)Z(m2+m3+m4)X, (βa = 1)

X(m1+m2+m3)Z(m2+m4)Z. (βa = 0)

Up to an irrelevant global phase, all these operators commute with each other.
Therefore, starting from the last measured node (i.e. b−1) an integer multiple
of four can be ‘stitched together’. Since there are gab := ⌊δab/4⌋ of such
groups, the correction becomes

gab−1∏

i=0

X(mb−4i−4⊕mb−4i−2)Z(mb−4i−3⊕mb−4i−2⊕mb−4i−1)X = X lxZlzXgab ,

(βa = 1)
gab−1∏

i=0

X(mb−4i−4⊕mb−4i−3⊕mb−4i−2)Z(mb−4i−3⊕mb−4i−1)X = X lxZlzZgab ,

(βa = 0)

where lx is defined as

lx :=

gab−1⊕

i=0

mb−4i−4 ⊕mb−4i−2, (βa = 1)

lx :=

gab−1⊕

i=0

mb−4i−4 ⊕mb−4i−3 ⊕mb−4i−2, (βa = 0)

and lz is defined as

lz :=

gab−1⊕

i=0

mb−4i−3 ⊕mb−4i−2 ⊕mb−4i−1, (βa = 1)

lz :=

gab−1⊕

i=0

mb−4i−3 ⊕mb−4i−1. (βa = 0)
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The corrections for the measurements of the nodes a+ 1, . . . , a+ pab (i.e. the
first pab measurements) are then also grouped together; by splitting them
into a measurement-outcome dependent and -independent part, they can be
written as XkxZkzCab, where Cab, kx and kz can be read from Tab. F.1. Note
that the Xgab or Zgab in Tab. F.1 is technically not part of the correction here,
but that they will commute with XkxZkz and hence the total correction that
Alice needs to perform becomes (where now Cab is as in Tab. F.1):

X lxZlzXkxZkzCab =̂ Xkx⊕lxZkz⊕lzCab, (F.2)

where =̂ here indicates ‘up to an (irrelevant) global phase’. Since these correc-
tions only consider nodes between Alice and Bob, and since there are actions
that Bob needs to perform, the corrections for Charlie work in a similar fash-
ion and can be seen separately from these.
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Security proof of LinACKA

This appendix contains a statement of LinACKA and a security proof
of the generated key. Note that the preparation of the network state |N ⟩
(i.e. Protocol III) has been omitted, as it does not affect security. This
appendix is directly sourced from Pub. [D] ([46]) where it is included as ap-
pendix B.

Although the security is proven under Def. 29 and Def. 30, the definitions
are restated in this appendix for easy reference. It should be noted that the
security of the protocol is proven under even less restrictive assumptions than
introduced in chapter 9, because it allows for collective attacks by multiple
non-participants together.

G.1 Protocol statement
Input:

• L network states |N ⟩ connecting {i}ni=1, including A, B and C.

• Desired secrecy parameter εs > 0, which determines a correlation
threshold Qtol, and correctness parameter εc > 0.

• A random string sb of length L · h2(p) secretly pre-shared between the
participants to randomly choose m out of the L cluster states to be
measured in the X-basis for parameter estimation where p = m/L,
leaving k := L−m measurements in the Z-basis for key generation.

• An estimate of the expected bit error rate Qz in the Z-basis between
Alice and Bob and Alice and Charlie. The worst of these will be used to
select an error-correcting code that requires an error syndrome of length
ℓEC := k · h2(Qz) to be announced.
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• A pre-shared secret random string sEC of length ℓEC to be used to one-
time pad the error reconciliation announcements, another pre-shared
string shEC of length ℓhEC := log2(2/εc) to one-time pad the error cor-
rection verification announcements, and three bits of pre-shared key to
communicate aborting by the participants.

• Two pre-shared random strings, sh and shEC, of lengths k+ ℓPA−1 and
k + ℓhEC − 1 respectively to be used as the seeds for hashing, where
ℓPA is the output of the privacy amplification hashing as defined below.
The string sh is used for privacy-amplification of the private key, while
shEC is used to verify the error correction step has succeeded. Note that
unlike the previous seeds, these can be used indefinitely and need not
be replenished after each run of the protocol.

Output: A key of length ℓ shared anonymously between Alice, Bob and
Charlie that is εs-secret and εc-correct.

1. For i = 1, . . . , n:

(a) Node i receives bit βi−1 and computes βi = 1− βi−1, except for 1
who draws a random bit β0 instead.

i. If i ∈ P̄, they measure the operator Xi or Y i if βi = 0 or βi =
1, respectively. They broadcast the measurement outcome mi.

ii. If i ∈ P, they announce a uniform randomly drawn bit mi.

(b) Node i sends bit βi to neighbour i+ 1, except for node n.

2. The participants perform corrections on their qubits to obtain the de-
sired |GHZn⟩ state.

(a) Alice and Charlie apply their configuration corrections Ca and Cc,
respectively (Tab. F.1).

(b) Alice (i = a) and Charlie (i = c) both calculate their paramet-
ers lix, kix and liz, k

i
z from the measurement outcomes of the non-

participants (Tabs. F.1 and F.2) and each apply X lx⊕kx and
Zlz⊕kz to their qubit.

(c) Alice and Charlie each apply a Hadamard operation H to their
qubit to obtain the final desired |GHZn⟩ state.

3. Using the pre-shared string sb, the participants coordinate their meas-
urements of all L |GHZn⟩ states into m Verification rounds (i.e. X-
basis) and k KeyGen rounds (i.e. Z-basis). Everyone announces after
each measurement a random bit mi, except for Bob and Charlie, who
announce their measurement outcomes for the Verification rounds.
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4. Alice, who can locate Bob’s and Charlie’s measurement outcomes from
the Verification rounds, estimates the X-basis error rate QmX = 1

2 (1−
⟨XaXbXc⟩). If this is above the tolerance Qtol, she aborts by setting
her abort bit to 1.

5. Alice computes the necessary information for error correction – the error
syndrome of length ℓEC – and then one-time pad encrypts this inform-
ation with the string sEC. All other players announce uniform random
strings of length ℓEC.

6. Bob and Charlie use their copies of sEC to obtain lEC and correct their
k Z measurement strings, i.e. their raw key. Alice, Bob and Charlie
then hash their string using the seed shEC. Alice encrypts her output
using her copy of shEC. Using their copy, Bob and Charlie each decrypt
Alice’s hash outcome and compare it to their own; if they do not align,
they abort by setting their abort bit to 1.

7. Alice, Bob and Charlie, using another three bits of the pre-shared key,
encrypt their abort bit – which is equal to 1 if and only if they want
to abort – and announce it, while all other parties announce uniformly
random bits instead. If any participants announced a 1, everyone aborts
(meaning they will not use the generated key).

8. Finally, the participants hash their measurement results with the seed
shPA to produce the final key s of length

lPA :=k

[
1− h2

(
Qtol + µ

(
εs − ε

2

))]
+ 2 + 2 log2(ε)

=ℓ+ ℓEC + ℓhEC + L · h2(p) + 3.

However, to fairly evaluate performance the parties should replenish
their stock of secret-shared key so as to be able to perform subsequent
CKA protocols. Subtracting off the non-reusable shared randomness
results in a string of length ℓ that is available for applications.

G.2 Security proof
We now prove the security of our protocol in the scope of an even more

general adversary model than the one introduced in the main text, so that we
can resort to a powerful machinery that has been developed in the literature
[175, 214] and we can build on the strategy of proof laid out in Ref. [215];
the security of our protocol within our adversary model then follows read-
ily. However, there are some variations to the tools necessary to preserve
the anonymity of the participants which is key to the present work. We
briefly explain some critical quantities and definitions. Let ρSASBSCE′ be the
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joint classical-quantum state between the final keys of the participants and
an eavesdropper conditioned on passing all checks. Note that the eavesdrop-
pers system, E′ = ER, is made up of a quantum system, E, that completely
purifies the pre-measurement state ρABC (and is, therefore, assumed to in-
clude system of the non-participating player) and a classical register R that
contains all of the information announced during the protocol. A protocol is
called εrob-robust if it passes the correlation and the error correction checks
with probability 1− εrob. Defining a uniformly distributed state as

ρU ≡
∑

s∈S

1

|S| |s⟩⟨s| (G.1)

with S the set of possible secret keys we have the following definition [215].

Definition 34 (Approximate robustness and secrecy). A CKA protocol that
is εrob-robust is εc-correct if

(1− εrob) Pr [SA ̸= SB ∨ SA ̸= SC ] ⩽ εc (G.2)

and εs-secret if

(1− εrob)
1

2
∥ρSAE′ − ρU ⊗ ρE′∥ ⩽ εs (G.3)

is called (εs + εc)-secure if it is εc-correct and εc secret.

Turning first to multi-partite error correction we have the following state-
ment.

Theorem 4 (Theorem 2 in Ref. [215]). Given a probability distribution
PXA,B1,B2,...,BN

, between Alice and n other players there exists a one-way
error-correction protocol for all n players that is: εc-correct, and 2(n − 1)ε′

-robust on PXA,B1,B2,...,Bn , and has leakage

ℓEC ⩽ max
i
Hε′

0 (XA|Bi) + log2
2(n− 1)

εc
. (G.4)

In terms of secrecy the critical results are leftover hashing against quantum
side-information, an entropic uncertainty relation for smoothed min- and max-
entropies, applied to our protocol, states the following.

Lemma 1 (Leftover hashing against quantum side information in Refs. [183,
214]). Let ε′ ≥ 0 and ρZAE be a classical-quantum state where ZA is defined
over a discrete-valued and finite alphabet, E is a quantum system and R is a
register containing the classical information learnt by Eve during information
reconciliation. If Alice applies a hash function, drawn at random from a
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family of two-universal hash functions that maps ρZAE to ρSAE and generates
a string of length ℓ, then

1

2
∥ρSAER − ρU ⊗ ρER∥ ⩽ 2−

1
2 (H

ε′
min(ZA|ER)−ℓ+2) + 2ε′, (G.5)

where Hε′
min (ZA|ER) is the conditional smooth min-entropy of the raw meas-

urement data given Eve’s quantum system and the leakage of the information
reconciliation.

This leads to the following corollary.

Corollary 3 (Secret string extraction). For an εrob-robust protocol an εs-
secret string of length

ℓ = Hε′
min (ZA|ER) + 2− 2 log2

1

ε
(G.6)

can be extracted for any εs, ε, ε′ ≥ 0 such that

εs ≥ ε+ 2ε′ (G.7)

where Hε′
min (ZA|ER) is the conditional smooth min-entropy of the raw meas-

urement data given Eve’s quantum system and the information reconciliation
leakage conditioned on the protocol not aborting.

Proof: Note that if we choose

ℓ = Hε′
min (ZA|ER) + 2− 2 log2

(1− εrob)

ε
, (G.8)

then the right hand side of (G.5) is equal to ε/(1−εrob)+2ε′. Comparing with
(G.3) in Def. 34 we see we want this expression to satisfy ε/(1− εrob)+ 2ε′ ≤
εs/(1−εrob) so our security condition is satisfied for any εs ≥ ε+2(1−εrob)ε′
which is true for any εs ≥ ε+ 2ε′ where we used that (1− εrob) ≤ 1. Noting
further that log2(1 − εrob) ≤ 0 yields (G.6). This means that, provided the
constraint in (G.7) is satisfied, the positive constant ε can be optimized over.
Typically this makes little difference to the final performance and and they
are commonly chosen as ε = εs/2.

Now we see that the problem has condensed to determining Eve’s condi-
tional smooth min-entropy for ZkA (in the following we will suppress the k
superscript), the variable describing the outcome of Alice’s Z measurements
on the k key-generating qubits. To begin with, consider the situation be-
fore any information reconciliation is exchanged (there is no register R) so
we simply have Hε′

min(ZA|E). Since Eve’s state is taken to include that of all
the non-participating players we can assume without loss of generality that
there is an overall pure tripartite state between Alice, the remaining parti-
cipants (which we denote Bi), and Eve. The required bound for this situation
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has been derived by applying an entropic uncertainty relation [183] for the
smoothed min- and max-entropies specialized to the case of observables made
up of the k-fold tensor product of either Z-basis and X-basis measurements,
(i.e. the observables ZA = Z1⊗Z2⊗· · ·⊗Zk and XA = X1⊗X2⊗· · ·⊗Xk)
[214]

Hε
min(ZA|E) +Hε

max(XA|Bi) ≥ k,

⇒ Hε
min(ZA|E) ≥ k −Hε

max(XA|Bi),
where we have used the data processing inequality in the formHε

max(XA|Bi) ≥
Hε

max(XA|Bi) in the second line. Naively, this bound cannot be evaluated
since it is counterfactual, i.e. the k qubits are always measured in the Z-basis
so we have no direct access to Hε

max(XA|Bi), which is the conditional max-
entropy of the participants given their Pauli measurements if Alice had instead
measured in the X-basis in these k rounds. However, since the parameter
estimation and key generation rounds were selected at random then it has
been shown that Serfling’s bound can be applied to statistically bound the
X correlation that would have been observed in the k key generation rounds
based upon those that were actually observed in the parameter estimation
rounds. This is expressed in the following result.

Lemma 2 (Lemma 3 in Ref. [214]). Let k be the number of key generation
rounds, m be the number of parameter estimation rounds, d0 a threshold on
the number of errors that can be observed during parameter estimation without
the protocol aborting and ε′ > 0.

Hε
max(XA|Bi) ≤ kh2(d0 + µ(ε′(1− εrob))), (G.9)

where µ(ε) is a correction for statistical errors:

µ(ε) :=

√
m+ k

mk

m+ 1

m
ln

1

ε
. (G.10)

Putting all of these results together we can prove the following security
statement.

Theorem 5 (Security statement). If the anonymous CKA protocol defined
above proceeds without aborting an (maxi∈{B,C} ℓiEC, εc) error correction pro-
tocol and a two-universal hashing are successfully applied then an (εs + εc)-
secure key of length

ℓ = k

[
1− h2

(
Qtol + µ

(
εs − ε

2

))]

+ 2− 2 log2
1

ε
− ℓEC − ℓhEC − L · h2(p)− 3

= L

[
(1− p)

[
1− h2

(
Qtol + µ

(
εs − ε

2

))
− h2 (Qz)

]
− h2(p)

]

+ log2(ε
2εc)− 2

(G.11)
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can be anonymously extracted.

Proof: At the conclusion of the protocol we can immediately apply Cor. 3
to the k round classical-quantum state ρkZAE

= trBi
(|ΨABiE⟩ ⟨ΨABiE |) to

extract an εs-secret key of length

ℓ = Hε′
min (ZA|ER) + 2− 2 log2

1

ε
(G.12)

for positive constants satisfying

εs ≥ ε+ 2(1− εrob)ε
′. (G.13)

Now, because all of the communication involved in error reconciliation
is one-time padded to ensure anonymity we have that Hε′

min (ZA|E,R) =

Hε′
min (ZA|E) by definition. This gives

ℓ = Hε′
min (ZA|E) + 2− 2 log2

1

ε
G.9
≥ k −Hε′

max(XA|Bi) + 2− 2 log2
1

ε

G.13
≥ k −H(εs−ε)/2/(1−εrob)

max (XA|Bi) + 2− 2 log2
1

ε

G.9
≥ k − kh2

(
Qtol + µ

(
εs − ε

2

))
+ 2− 2 log2

1

ε
, (G.14)

where in the third line we have also used that Hε1
max(X|Y ) ⩽ Hε2

max(X|Y ) for
ε1 ⩾ ε2. This string is guaranteed to be εs-secret and, by Thm. 4, if the error
correction process did not abort then the string is also εc-correct. However,
this is not a fair representation of the performance of the protocol, since we
had to use up the reservoir of pre-shared key for the basis choices and for one-
time padding the error reconciliation information. Thus, to get the length of
useable key we need to calculate how much remains after we have replenished
the pre-shared strings necessary for the next protocol implementation. Sub-
tracting off the seed for basis choices, L · h2(p), and the length of the error
correction information and verification, ℓEC and ℓhEC and the 3 bits for the
abort step, gives (G.11).
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This appendix is concerned with the anonymity of the protocol. It is
directly sourced from Pub. [D] ([46]) where it is included as appendix C. An-
onymity is defined using Def. 32. Most importantly for the analysis, it needs
to be shown that all public communication – the announced measurement
results – is independent of the choice of participants. This is done by show-
ing that they are uniformly random and uncorrelated. Similar to chapter G,
following the original presentation in Pub. [D], Alice, Bob and Charlie are
referred to as a, b and c instead of A, B and C.

H.1 Proof of anonymity
In the proposed protocol, the output state ρP̄|abc has several registers. The

only non-trivial registers that need to be addressed are the ones containing
the classical communication of all the measurement outcomes {oi} ∪ {mi}.
The reason is that the reduced quantum state of any dishonest party is the
maximally mixed state, which is independent of the choice of participants,
and therefore trivially fulfils Def. 32. Moreover, all other parties do not hold
a quantum register by the end of the protocol.

In the remainder of this section we will show that there are no correlations
between any of the announced measurement outcomes {oi} ∪ {mi}, i.e. that
the outcome distribution is indistinguishable from that of the uniformly drawn
announcements of the nodes 1, a and c during Protocols III and IV. We
can then conclude that we have complete anonymity, i.e. our protocol is εan-
anonymous for εan = 0.

Since the state of the network always remains separable between the tri-
partition of the nodes to the left of (and including) Alice, the nodes to the right
of (and including) Charlie, and the nodes between (and including) Alice and
Charlie, it suffices to show that there are no correlations within the measure-
ment announcements associated with these three separate groups. We show
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this absence of correlations only for the left set, since the argument applies
analogously to the other two sets. We first show this in the case of an honest-
but-curious non-participant, followed by the case where a non-participant may
actively deviate from the protocol.

H.1.1 Honest-but curious setting
Consider the stabilizer of the network state after all CZ operations have

been performed in Step 2a of Protocol Protocol III. It is generated by the
following collection of operators:

στ1x σ
ω2
z ,

στ1z σ
ω2
x στ2z ,

{στiz σωi+1
z }a−2

i=2 ,

{σωi
z σ

τi
x σ

ωi+1
x στi+1

z }a−2
i=2 ,

σωa−1
z στa−1

x σωa
x ,

στa−1
z σωa

z .

(H.1)

The measurement operator of all measurement outcomes together depends on
β1 as

M =

{
σω2
y στ2x σ

ω3
x στ3x σ

ω4
y στ4x σ

ω5
x στ5x σ

ω6
y . . . σ

τa−1
x , (β1 = 0)

σω2
x στ2x σ

ω3
y στ3x σ

ω4
x στ4x σ

ω5
y στ5x σ

ω6
x . . . σ

τa−1
x , (β1 = 1)

(H.2)

where all (σx-)observables acting on {τi}a−1
i=2 are associated with the measure-

ments of Protocol III (i.e. the outcomes {oi}) and all others are associated
with Protocol IV (i.e. the outcomes {mi}).

It is now our goal to show that all these measurement outcomes are uni-
formly random, and that there are no correlations between the measurement
outcomes associated with any subset S ⊂ Q, withQ = {ω2, τ2, . . . , ωa−1, τa−1}
the set of qubits measured throughout both Protocol III and Protocol IV.
Any such S has an associated observable

MS =
⊗

i∈S
σib(i), (H.3)

where b(i) ∈ {x, y} indicates the type of support on qubit i as shown in
Eq. (H.2). If MS does not commute with at least one generator of the sta-
biliser (i.e. any operator from Eq. (H.1)), by Gottesman-Knill simulation, the
measurement outcome for MS is uniformly random 0 or 1. If this holds for
any S, there cannot be any correlations between any of the measurement
outcomes. The uniform randomness of the individual measurement outcomes
follows readily for the case when S contains only a single qubit. We now show
that any MS indeed always anti-commutes with at least a single generator.
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Suppose that MS does commute with all generators but is non-trivial. If it
has (non-trivial) support on τa−1, this is necessarily with σx. It will then not
commute with σ

τa−1
z σωa

z (the last generator of Eq. (H.1)) and hence cannot
have support on τa−1. Then, if MS has (non-trivial) support on ωa−1, with
either a σx or σy, it will not commute with the generator σωa−1

z σ
τa−1
x σωa

x -
thus it cannot have support on ωa−1 either.

We can inductively go through the rest of the qubits in Q in reversed
order, i.e. from right to left through the observable from Eq. (H.2). For
j ∈ {a− 2, a− 3, . . . , 3, 2}:

Suppose MS has non-trivial support on τj , it is of type σx. Since MS has
by construction no support on any qubit to the right of τj , it does not
commute with the generator στjz σ

ωj+1
z - hence MS cannot have support

on τj .

Suppose MS has non-trivial support on ωj , either of type σx or σy.
Since MS has by construction no support on any qubit to the right of
ωj , it does not commute with the generator σωj

z σ
τj
x σ

ωj+1
x σ

τj+1
z – hence

MS cannot have support on ωj .

We conclude that there is no MS with non-trivial support on at least a
single qubit that does not anti-commute with at least one generator.

From this, we can conclude that there are no correlations possible between
any set of measurement outcomes from {oi} and {mi}, and that they are thus
uniformly random and uncorrelated. Moreover, it stays uniformly random
under any noise that does not add a bias in the used measurement bases
(i.e. σx and σy).

H.1.2 Dishonest participant
We are now allowing a single non-participant to deviate from the protocol

in an arbitrary way. Let the index of this dishonest non-participant be i. To
try to force any other node in the network to implicitly reveal their identity,
i can actively perform a different measurement than described, where their
outcomes would then be correlated with its (e.g.) direct neighbours. If these
correlations then do not exist between their outcomes and the announced
outcomes, then they can infer that these announced outcomes are artificial,
and therefore that those who have announced them are in fact participants.
Let this arbitrary measurement be represented by a 2-qubit POVM µi :=
{µji}, where without loss of generality j ∈ {1, 2, 3, 4}.

Slightly abusing notation by combining POVM elements and observables,
the measurement operator then becomes

M =

{
σω2
y στ2x . . . σ

ωi−1
x σ

τi−1
x

⊗
µji
⊗
σ
ωi+1
x σ

τi+1
x σ

ωi+2
y . . . σ

τa−1
x , (β1 = 0)

σω2
x στ2x . . . σ

ωi−1
y σ

τi−1
x

⊗
µji
⊗
σ
ωi+1
y σ

τi+1
x σ

ωi+2
x . . . σ

τa−1
x , (β1 = 1).

(H.4)
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Without loss of generality, the underlying network state is still the same1

as in (H.1). Likewise, all of the single-qubit measurement operators in M
for any node j ̸= i do not commute with at least one of these generators,
indicating that the individual measurement outcomes are uniformly random
0 or 1.

Similar to before, the goal is to show that no choice of µi can create a
measurement operator MS that shows correlations between the qubits of i
and any subset S ⊂ Q. It suffices to show that there is no MS with support
on any of the qubits in Q \ {τi, ωi} that commutes with all generators. By
the same analysis as in the previous section, MS cannot have any support on
the qubits of any j|j ∈ {a − 1, . . . , i + 1}. Moreover, we can make a similar
inductive argument for nodes j|j ∈ {2, . . . , i − 1}. Independent of β1, if MS

has support on ω2 it will not commute with the generator στ1x σω2
z . Likewise, if

MS has support on τ2, it will not commute with the generator στ1z σω2
x στ2z . We

can inductively go through all qubits from the nodes j|j ∈ {2, . . . , i − 1} to
show that there exists no MS that has non-trivial support on any qubit of the
nodes {2, . . . , i− 1, i+ 1, . . . , a− 1} and at the same time commutes with all
the generators. We can conclude that, even for a dishonest node i, there are
no correlations in the measurement outcomes announced by the other nodes.

1Any non-trivial map that i may perform on their subsystem can be merged with the
measurements {µi}. The other participants don’t deviate, or i is not aware of the deviation
and therefore cannot exploit it.
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